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1. Background
Reinforcement learning is a method whereby a system learns to perform the most advantageous action in a given situation by means of maximizing a numerical reward. At any point in the problem the system is not told what to do, but rather allowed to make a choice on its own, and then given a measure of how good the action was. 
For relatively small problems, reinforcement learning works well, but as the complexity grows, this approach becomes increasingly inefficient. Therefore for more complex problems, a different approach needs to be adopted. One alternative approach is that of hierarchical reinforcement learning (also called feudal reinforcement learning). 
Hierarchical reinforcement learning breaks a complex problem up into smaller sub-problems, and then relies on a scheduler, which uses reinforcement learning, to pick which sub-problem to attempt next. Each sub-problem in turn is also attempted using reinforcement learning, and hence the hierarchy is created.
2. Aim

The aim of this project is to apply the concept of hierarchical reinforcement learning to a complex problem, where reinforcement learning would prove inadequate because of the large scale of the problem. The problem will consist of an agent interacting with a given environment. The agent will have various needs, being food, comfort, health, which will have to be balanced in order to remain ‘happy’. The hierarchical scheduler will be in charge of balancing these needs, while the agent itself will just be concentrating on gaining a reward for a specific task at any time.

3. Scientific Interest

It is of scientific interest to get a machine to simulate intelligent behaviour, and to explore methods of solving large problems with multiple conflicting sub-problems, because a number of problems in reality are of this type. Imagine an autonomous Mars explorer which needs to explore the surface, take chemical samples and return to the base station for charging. All of these are conflicting sub-problems. Now hierarchical reinforcement learning would enable the separate learning of these sub-problems and a scheduler to decide on which sub-problem to attempt next.
Hierarchical reinforcement learning would also prove useful if a problem changed slightly, e.g. a new sub-problem is added. The system would not have to learn how to solve the problem from scratch, but rather just learn how to solve a new sub-problem.
It will also be interesting to apply hierarchical reinforcement learning to a specific case, which to my knowledge it has not been applied to before, to see how well it performs.

4. Description
In this project an agent will progressively learn what actions yield the highest rewards, and therefore also which actions lead to the greatest punishments, but no matter how badly the agents performance, it is only punished, never killed, as we are only dealing here with hierarchical reinforcement learning and not with evolution. Also there will only be a single agent in the environment and therefore no interaction between separate agents.
The environment will be in the form of a simple gridworld, a 2D array of possible positions for the agent to exist in. The gridworld will also contain various necessary locations where the agent can go to either directly or indirectly satisfy its needs, and also some hazardous locations, which the agent should try to avoid. Some of these locations would be the following: 
· A shelter in which the agent can spend time in order to rest, and therefore gain comfort. Over time the shelter will deteriorate, and therefore become a less comforting place, and perhaps also decrease health.

· A woodpile which can be visited in order to obtain resources with which to fix the shelter.

· Some hazardous locations, e.g. a rocky terrain where the agent might lose health if he ventures.
· Some form of food source where the agent can obtain food
5. Literature Review
I found some relevant and useful papers and online books on the internet. Here is a brief description of each, and why I think they will be useful:

· Richard S. Sutton and Andrew G. Barto, Reinforcement Learning: An Introduction 

This book is a very good starting point to my project, because it builds a strong foundation in Reinforcement Learning.

· Peter Dayan and Geoffrey E Hinton, Feudal Reinforcement learning
This paper deals with applying feudal reinforcement learning to a problem where a maze has to be navigated in order to find a given square, but with a large obstacle located somewhere in the maze. It also compares the efficiency of the system using a hierarchical approach and just a standard reinforcement learning approach. The practical example in this paper makes it very useful in understanding how hierarchical reinforcement learning can be applied to a given problem. This paper would be a good place to start, to get a more thorough understanding of hierarchical reinforcement learning.

· The following 4 papers are quite advanced and deal with the finer points of hierarchical reinforcement learning. Some of these aspects could be explored later, after a basic form of hierarchical reinforcement learning has been implemented in the system:
· Andrew G. Barto and Sridhar Mahadevan, Recent advances in Hierarchical Reinforcement Learning
· Sandeep Goel and Manfred Huber, Subgoal Discovery for Hierarchical Reinforcement Learning Using Learned Policies

· Bram Bakker and Jürgen Schmidhuber, Hierarchical Reinforcement learning based on subgoal discovery and subpolicy specialization
· Stuart Russel and Andrew L. Zimdars, Q-Decomposition for reinforcement learning agents.
6. Plan of Action

	2 weeks
	As a starting point, I intend understanding all fundamental aspects of reinforcement learning. I think a good understanding of reinforcement learning is necessary before attempting to completely understand hierarchical reinforcement learning. After I can do some research into hierarchical reinforcement learning

	2 weeks
	It will be necessary to build a simple gridworld in which the agent can exist. I think Java would be a good language choice, as it handles simple graphics very well, in the form of applets. It also contains all the necessary abstract data types that will be used. Before attempting to build an extremely complex world, in which all the proposed aspects exist, it will be a good idea to keep it simple at first, and once it is functioning sufficiently for the simplified case, it can be further extended.

	4 weeks
	Once the gridworld is functioning, it will be necessary to implement hierarchical reinforcement learning. This will first consist of determining some kind of reward function for each of the separate needs, then implementing the scheduler.

	4 weeks
	This time will be allocated for the actual annotation of data and results and of the actual thesis.

	2 weeks
	According to the literature, there seem to be various approaches to hierarchical reinforcement learning. These include different methods of identifying sub-problems, and different ways of implementing the scheduler. Time permitting, it would be nice to implement some of these different approaches, and see how they fare on my system.

	2 weeks
	For the last few weeks optimization and testing will need to be done.


7. Expected Results
At the end of the project, I hope to verify whether or not hierarchical reinforcement learning is indeed efficient at solving complex problems with multiple conflicting sub-problems, and identify factors which may help or hinder its performance.
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