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Abstract pay particular attention to accuracy and effectassn

Deciding on which algorithm to use, in terms of Of K-Means and O-cluster algorithm model building
which is the most effective and accurate algorithm @S Well as pattern discovery. A data miner would be
data mining, has always been a challenge for modft @ better position to select the most accurate
data miners. The objective of this research ilgorithm, on gaining understanding of algorithm
fundamentally focused on investigating the Performance described in this paper.

effectiveness of two algorithms available in ] .
Oracle10g for data mining. These are the K-Meand N€ structure of the paper is as follows: Section 2
and the O-Cluster algorithms. The second objectivéliscusses data mining background in brief and
is to gather information from the dataset usechin t highlights related work within the field concerned
evaluation. Information gathering involves finding With algorithm accuracy and effectiveness. Section

predictors of HIV AIDS prevention behaviour describes the principles behind the tools usediewhi
attributes. Section 4 details the implementation as well as

highlighting the methodology adopted for the

The results obtained are as follows; the firstiset Investigation that is building the models and apmy
concerned with the evaluation of the K-Means andhem. Section 5 is an examination and interpretatio
O-Cluster algorithms. Here it was observed that th@f the results.

O-Cluster algorithm builds more accurate models

than the K-Means algorithm and also that the model2 Background and Related Work

by the O—Cluster_ algorithm find more accurate 1 Data mining in brief

clusters when applied to new data. The secondfset g ¢ already mentioned in section 1, data mining is

results involves gathering information from the .,hcemed with the learning and getting information

dataset. Here the attributes HIV Test and Know,,m 5 gataset by the use of an algorithm to baild
AIDS were identified as predictors of prevention n,qe| that will be applied to new data to discover
behaviour of condom use and abstinence. These WefRiterns. For this purpose, there is a variety of

found by distinguishing the clusters found in the

algorithms available in this field of data miningthv
dataset.

each belonging to one of the following categories:
) classification, estimation, prediction, clustering,
1 Introduction decision trees or association rules. They all have
The field of data mining is concerned with learningdifferent functionality and purpose depending oa th
from large quantities of data or even turning daitas type of data that they are applied to. Due to tthis,
into information. The standard approach of acqgirin question of accuracy and effectiveness of algosthm
this information is to sift an algorithm througheth is taken into consideration by investigating the
large dataset in order to build a model, and themlgorithms.

apply the model to new data. However, most data

miners find it difficult or challenging to selecha 2 2\Work related to thisresearch paper

algorithm to use, since they do not know whichgq)ating unsupervised data mining algorithms is a
algorithm produces the most accurate and eﬁeCt'Vﬁenerally difficult task since the goals of an

results. unsupervised data mining session are frequently not
as clear as goals as supervised learning. [Rotgdr e
h5003, pg58 and pg232] describéschniques of
evaluating unsupervised models. The authors
explain four main methods namely,

This document analyzes and discusses in detail t
investigation of clustering algorithmgrovided by
oracle10g data mining (ODM). Thevestigations



for data mining. Each attribute is a response feam
1. Employ supervised learning to evaluateindividual, based on a questionnaire relating t& HI
unsupervised learning. AIDS awareness as well as a South African
television drama, Tsha Tsha, which is a HIV AIDS

2. Apply alternative technique’s measure of .
cluster quality. awareness program. A particular row represents a

. collection of an individual's responses. The
3. Create own measure of cluster quality.

4 Perf b | i | secondary goal in the research is to find HIV AIDS
- Perform a between-cluster attribute va uepredictors of prevention behaviour such as use of

comparison condom, abstinence and using data mining rather
than statistical methods. The dataset was partition
All the above methods were adopted in order to havehto two sets. The 1st set was loaded into a databa
an accurate evaluation of the algorithm modelstbuilighle TSHA TSHA BUILD1 which | used to build
as shall be discussed in this paper. [Roiger et athe models and the 2nd set was loaded into table
2003] does not explicitly show or prove which TSHA TSHA APPLY1 to apply the models.

algorithm performs better. My research paperpataset in TSHA_TSHA_APPLY1 will be referred
however points out which algorithm performs better. tg as new data

The paper by [Davis E, 2004] is closely related to4 2Algorithms

this research paper. The authors’ objective was t . . .
determine the algorithm that gives the best%DM supports the following clustering algorithms as

performance by the evaluation of algorithm model stated by Oraclel0g Data Mining Concepts Release

and results using Oracle data miner 9i. However, th.l: [O_racl_e, .200.5] and these were selected for
vestigation in this research paper.

difference between the paper by [Davis E, 2004] and
this one is that, this paper is highly focused loa t _
clustering algorithms provided by oracle data miner * Enhanced version of K-Means
10g while [Davis E, 2004] evaluates classification ¢ Proprietary O-Cluster algorithm
algorithms.

Enhanced k-Means (EKM) and O-Cluster algorithms

3. Data mining tool used support identifying naturally occurring groupings
Oracle Data Mining (ODM) is the data mining within the data population. EKM algorithm supports
software used in the evaluation of algorithms iis th hierarchical clusters, handles numeric attributed a
research paper. The Oracle Data Mining suite ié/vill cut the population_into the. user specified raen
embedded in the oraclel0g Database Enterpris%f clusters. The algorithm Q|V|des the data .sel int
Edition (EE) and is made up of two components, thdumber of clusters ac_cordlng to the I_ocatlon of all
data mining Java APl and the Data Mining ServefNembers of a particular cluster in the data.
(DMS). The DMS is a server-side, in-databaseClustering makes use of the Euclidean distance
component that performs data mining that is easibformula to determine the location of data instances
available and scalable. For the purpose of thispap @1d their position in clusters and so requires
Oracle10g database version 10.1.0.2.0 was installgg!merical values that have been properly scaled [Ha
and configured. The data mining tools and softwarét &, 2001].

(Oracle data miner 10g version 10.1.0.2.0) was also

installed and configured for use with the database. When choosing the number of clusters to create it i
possible to choose a number that doesn’t match the

. natural structure of the data which leads to poor
4. ImpIementatlon results. For this reason [Berry et al, 2000] sayis i
4.1 Data often necessary to experiment with the number of
The dataset for this research was obtained from thelusters to be used. O-cluster algorithm handlés bo
Centre for AIDS Development, Research andnumeric and categoricalattributes and will
Evaluation Institute for Social and Economic automatically select the best cluster definitions
Research, Rhodes University. It consists of 13]Berger, 2004].

attributes and 899 rows (cases) which is large gimou



O-Cluster finds natural clusters up to the maximum
431 Building the Models number entered as a parameter. That is, the digorit

. . . is not forced into defining a user-specified numbfer
5:&?1 of ttr?:ttvi\éo Sslgfjte[(l)ngtjrigeor';:]hemzlmoii)tlf:])r"\n/l Tﬁe?]clusters, so the cluster membership is more clearly
uing . 9 defined. O-cluster has only one setting; it deteesi
building models. Both algorithms also have

: ~how sensitive the algorithm is to differences ie th
parameter; the maximum number of clusters (k), this 9

is available so that the user can pre-define thcharacterlstlcs of the population. Thus, a higher

number of clusters that he wishes to find from the%ensmwty value usually leads to a higher nu r

clusters.
dataset.

4.3 M ethodology

o ) Ten models were built in total, with five from each
4.3.1.1 Building model by using the K- aigorithm. The model settings or parameters were
Means algorithm based on trial and error followed by a critical
There are two settings for this algorithm, Minimum analysis. A large number of models provide a wide
Error Tolerance and Maximum lIterations which range of models to select the best from, as well as
determine how the parent-child hierarchy of cluster helping monitor if the algorithm settings affeceth
is formed and can be modified experimentally toalgorithm’s performance. Initially, the first ten
observe the changes in cluster definitions. Inéngas Models all had distinct values for the maximum
the tolerance or lowering the iteration maximuml wil number of clusters (k). For these first ten, eacilen

cause the model to be built faster, but possibhwi built from the K-Means algorithm was named as
more p00r|y-defined clusters. follows: BU”_D]._KM_TSHATSHA Models built

by the O-cluster algorithm were named as follows:
BUILD1 _OC_TSHATSHA. The 1 denotes the first
model, 2 second, and so on. Figure.l shows the
models and their settings in detail,

4.3.1.2 Building model by using the O-
Cluster algorithm

4.3.2 Interpretation of initial results

After building the ten models from Figure.1 setting

it was observed that each model discovered some
clusters. The ODM tool provides an output display
for the built models giving a confidence and suppor

O-CLUSTER K-MEANS

BUILD1_OC_TSHATSHA
settings—: default settings
sensitivity= 0.500000000

BUILD1_KM_TSHATSHA - default settings
sttings—» nurmber of clusters = 4
Minimum error tolerance = 0,005

max number of clusters = 10

Maximum iterations = 6

BUILD?_OC_TSHATSHA

settings—> altered settings
sensitivity= 0.6500000000
max number of clusters = 12

BUILD2_KM_TSHATSHA - altered settings
settings—> nurnber of clusters = 6

Minimum error tolerance = 0,065

Maximum iterations = 4

BUILD3_OC_TSHATSHA

settings-—> altered settings
sensitivity= 0.800000000
max number of clusters = 16

BUILD3_KM_TSHATSHA - altered settings
settings—> number of clusters = 10

Minimum error tolerance = 0,08

Maximum iterations = 10

BUTLD4_OC_TSHATSHA

settings-—> altered settings
sensitivity= 0.400000000
max number of clusters = 8

BUILD4_KM_TSHATSHA - altered settings
settings—> nurnber of clusters = 4

Minimum error tolerance = 0,.0035

Maximum iterations = 20

BUILDS5_OC_TSHATSHA

settings—> altered settings
sensitivity= 0,3500000000
max number of clusters = 6

BUILDS_KM_TSHATSHA - altered settings
settings-—> nurnber of clusters = 4

Minirmum error tolerance = 0,002

Maximum iterations = 25

Figure.l: Algorithms, model names and their sestiwih
distinct number of clusters.

value for each cluster found. Part of the output
display for each model is shown in Figure.2.

(Clusters rRu\es rResults rBuiId Settings |

D Only Show Aributes with Minimum Relevance Rank:

Rules D Only Show Rules for Leaf Clusters

Cluster 1D ‘Cunﬂdence ‘Suppun

1 0.7993311 286 0.7993311 286
1 08095237613 03411371112
3 08034681678 04648820401
4 08510637874 01337762575
5 08354430795 0.2207357883
B 08333333711 0.250836134
) 0192771077 0.2274247547

Figure.2: Output produced after
BUILD1_OC_TSHATSHA model was built.



The Confidence is a measure of the homogeneity dPn analysing these average confidence values
the cluster; that is, how close together are theter  computed from the model clusters, | observed a high
members [ODM Tutorial, 2004]. Due to this reason, Idegree of bias in the results. Here the bias isiyai
made the Confidence to be a measure of accuragjue to the variation in the value of the maximum
such that a cluster with the highest confidenceieval number of clusters (k) that was set for each alyori
is more accurate and effective than that with aglow during model building as shown in Figure 1
value. Thus, a computed average confidence for allalgorithm settings). This makes it difficult to
the clusters in a model would determine a modelsdetermine the best model built from the two
accuracy in discovering clusters. algorithms. To overcome the problem, k = 7 for both

models was chosen because, the default number of
The support is a measure of the relative size of &lusters for the k-means algorithm in ODM is 4 and
cluster (the total need not be 1.00), such that th#&at for O-cluster is 10, therefore setting theueabf
higher the value the larger the cluster [ODMK for the two algorithms to an average of the two
Tutorial, 2004]. In this paper it is used as andefault values was reasonable.
alterative measure to the confidence.

| then re-built 10 more models with the same sg#tin
The ClusterID is a value that differentiates theas in Figure.l but with the maximum number of
clusters found. The order of numbering used for thelusters (k) fixed at 7 for all models. The new rabd
ClusterID is as follows; the mining tool generally names were in the form BUILD1_OC_TSHATSHA2
looks for all clusters in the dataset dependinghen for O-cluster and BUILD1_KM_TSHATSHA2Z for
algorithm settings. The maximum number of clusterK-means, with the 2 at the end indicating the sdcon
(k) that one sets during model building determinesset of built models. This time a more consistent
the number of clusters that the mining tool display output was achieved giving computed average
as the leaf clusters. confidence and average support figures as shown in

Figure.3.

CO-cluster K-NMMeans

BUILDL OC_ TSHATSHAZ BUILD1 KM TSHATSHAZ

Confidence Support confidence support

average 0.So0922482 0.11896 7980 average 0.80742135 0.12270025

BUILD2 OC_TSHATSHAZ BUILD2 KNM_TSHATSHAZ

Confidence Support confidence support

average 09120454543 0125613473 average 0.5652713 0.122790251

BUILD3_ _OC_TSHATSHAZ -

Confidence

BUILDS _KM_TSHATSHAZ

Support confidence support

005543507 0.155671285 086540200 0.122312469

average average

BUILD4 OC_TSHATSHAZ EUILD4_ _KNM_TSHATSHAZ

Confidence Suppoit confidence support

0. 835450486 0.11562350 average 03615747 0.122700251

best
BUILDS KM _TSHATSHAZ

support

average

BUILDS_OC_TSHATSHAZ2

Confidence Support confidence

average

081277014506

0.112756807

average

0.8692065810

0. 122700256
I

Figure.3: Computed confidence and support averfagekse models built.




From Figure.3, it is evident by analysis thatresultant model is then applied to the remaining
BUILD3_OC_TSHATSHA2 (for O-Cluster) and instances from the APPLY RESULTS (the one third
BUILD5 KM_TSHATSHA2 (for K-Means) have of instances) with the ClusterIDs removed (stored i

the highest values for both the average confidencexcel for comparison later). The results after
and support values. It is also evident that thengha applying the ABN model which predict the

in the settings for the K-Means algorithm haddittl ClusterIDs are then compared to the initial APPLY
effect on the clusters found hence resulting inyver RESULTS ClusteriDs (the cluster ids in the excel
small differences in the computed average values. Ofile).

the other hand, the O-cluster algorithm models were

affected by the change in the settings. 4341 BuiIding classification
: models
4.3.3 Applying the Models Two database tables, buildl_abn FROM_OC and

The two models BUILD3_OC_TSHATSHAZ and pyjlg1_abn FROM_KM were created and these are
BUILDS_KM_TSHATSHAZ2 which were the best sed for building the Classification models wite th
models built from _the dataset ABN algorithm. The table buildl_abn_FROM_OC
TSHA_TSHA BUILD1 as described above, wereyas |oaded with two thirds of instances from the O-
applied to new data TSHA_TSHA_APPLY1. The ¢ ster model results table

models found clusters and the results were loaded I(APPLY_OC3_TSHATSHA) created. Two thirds of
the tables APPLY _OC3 TSHATSHA for the O- jhstances from the table APPLY_KM5_TSHATSHA
cluster and APPLY_KM5_TSHATSHA for the K- \yere also loaded into the table
Means to facilitate further analysis of the cluster p,iid1 abn FROM KM to cater for the K-Means
algorithms. model results evaluation.

4.3.4 Tests on model results The steps taken in building ABN models are clearly

This section primarily deals with determining chrst . . . ;
quality fromp the <):/Iuster results obtaingd after.em:)l"’uned in the research by [Davis, 2004] andd! di

) . . is simply adopt these steps. Since [Davis, 2004]
applying the cluster algorithm models. Ideally,sthi : i
involves finding out which algorithm model finds concluded that the ABN algorithm provides more

o accurate results than the Naive Bayes algorithm in
more accurate clusters. Although, indicates that th e .
) ) ) o Oracle for classification algorithms, | then dedide
evaluation of clustering algorithms is difficulteké |

) . . ; se the default ABN algorithm settings in building
intend to use an evaluation technique by [Roiger e del h X included
al, 2003] ese models. These settings include a

SingleFeatureBuild model type, a maximum number

This technique uses supervised learning evalu#étion of predictors of 25, a maximum network feature
q P g depth of 10 and no time limit for the running oéth

evaluate unsupervised clustering. Here | make fise Qigorithm
a classification algorithm (supervised learninge t 9 ’

Adaptive Bayes Networks (ABN) algorithm with the

technique. Making use of the ABN was motivated byThe two models created were nan@@_abn_Build
the results obtained by [Davis, 2004] whichfrom the datasebuildl_abn_FROM_OGCand KM_
concluded that the algorithm is more accurate irabn_Buildfrom the datasdiuildl_abn FROM_KM
predicting attributes for the classification algonmis  Investigating the accuracy of the models built Here
in Oracle Data Miner. unnecessary for this evaluation. This is becauge an
Basically, the evaluation technique involves takingerrors or abnormalities found in the algorithm vebul
the resultant table obtained after applying a elust exert the same effect on battodels built since one
model (APPLY RESULTS), pick a random samplealgorithm with the same conditions (i.e. algorithm
of instances (roughly two thirds) from each clustersettings) is used.

found, place them in a new database table thabwill

used to build a classification model, in this case

using ABN. The attribute being predicted is

identified; in this case it will be the ClusterlDhe



4.3.4.2 Applying the Adaptive Bayes Table.3 shows the percentage of the ClusterIDs that

appear in both model results. 39% of ClusterlDs
Network (ABN) models appeared in both the cluster model results and

classification model results for the O-Cluster
algorithm while only 17% for the K-means
algorithm. According to this evaluation technique b
Roiger et al, 2003], the percentage outcome is
eated as a measure of accuracy for the algorjthms
were the greater percentage indicates that that
) algorithm has more accuracy in finding clusters of
4.3.4.3 Comparison of Cluster|Ds high quality. According to Table 3 the O-cluster
The comparison of ClusteriDs is between thealgorithm has a larger percentage hence is more
classification model results and the cluster modehccurate than the K-Means algorithm.

results. Here | wish to find ClusterIDs that appiear

both the two distinct model results. In this case I5 Gathering I nfor mation from dataset

made a comparison of the K-Means model results-, . : . ; . :
with the ABN model results and a comparison of theﬁ-hIS section is mainly concerned with gathering

) information from the dataset. Here | need to find
_?égllgslteéi\gzdaegjensq#tasryg? ttrt]ee t’gazlsr?ﬁgte\ivﬁzu:;predictors of HIV AIDS prevention behaviour. In
in the comparison (the tables contain the ClustgxID order to this it is necessary to define what we mea

) . . by predictors of prevention behaviour. This makes i
while Table 2 depicts the outcome of the COMParson 2 cie and feasible to know what we are actually

looking for exactly. Therefore my definition is as

The resultant ABN models were applied to the
remaining one third of instances from the respectiv
cluster models. The target attribute in both insten
when applying the ABN models is the ClusterlD.
The results were exported to spreadsheets to allo
for inspection and comparisons.

Classification table Cluster table follows:

OC_APPLY_ABN R $gllj,l&'Yl'_S|(?|i3_ HIV AIDS predictors of prevention behaviour are

attributes within our dataset that influence an
KM_APPLY_ABN Vs APPLY_KMS_ individual to: (A) use a condom when he/she decides

TSHATSHA to be sexually active, (B) lead to abstain fromihgv

Table 1: Database tables compared sexual intercourse for at least a year or more and
(C) attributes that lead one to having fewer sexual

Table.2. shows that the classification tables f@bm partners. These are the attributes that | wantinal f
results of the ABN model are compared with thefom the dataset.

clustering table results obtained from the cluster

algorithm ~models. The clustering algorithms petermining these predictors involved distinguighin
basically find clusters in the data; ODM then assig e clusters found by the O-Cluster algorithm whHich
each data instance to a particular cluster by 889  igentified in the evaluation process as the most as
it a ClusterID. These ClusterIDs are removed fromgecyrate in building models and finding accurate

the clustering results and are predicted by th&ysters when applied to new data. After | apptresi
classification algorithm, after which a comparisen  nodel to new data the results were exported to
made.

spreadsheets.
DATA CLUSTERICS [PERCENTAGE
SOURCE IN BOTH OF IDSIN However  from this resultant  table
TABLES BOTH MODELS | APPLY_OC3_TSHATSHA it proves to be difficult
to distinguish the clusters due to the large nunaber
From O-Cluster | 42 out of 107 | 39% attributes in the table (number of attribute is. 20
results overcome this | simply repply the same @iuster
FromK-Means | 18 outof 107 | 17% model to the same dataset, but in the output thble
results removed any attribute that | felt had little
Table 2: Results from the comparison of contribution to solving this problem. This step was
cluster and classification ClusteriDs repeated nine times with each predictor that was



mentioned in my definition of prevention predictors predictors of prevention behaviour of condom use
being in each table. Critical analysis of the resul and abstinence.
was done although the technique used here isla tria

and error method. An example of one of the taldes i

shown below.

CLUSTER_IDl FPROBABILITY EDUCA SEXH_YWET | USECOMD
11 0.4978 a a 1]
11 1 a a 1]
=] 1 4 [u] 1]
11 0.9998 4 1 1]
12 1 =] [u] (1]
13 0.5823 3 1 1]
4 1 4 1 1]
4 0.972 2 1 1]
=] 0.9884 4 1 1]
5] 1 ] a 1]
10 1 = 1 1
11 1 4 1 1
4 0.98749 =] 1 1
11 1 4 1 1
11 1 a a 1
10 09997 ] a 1
11 0.9901 =] [u] 1
11 1 =] [u] 1
4 0.9953 4 1 1
11 097487 a 1 1
11 0.5822 =] 1 1
11 1 4 1 1
12 1 4 1 1
4 1 a 1 1
4 1 4 1 1
4 0.9949% 4 [u] 1
4 1 4 1 1
10 0.9988 ] 1 1
4 09993 4 a 1
10 0.9991 =] 1 1
11 1 4 1 1
10 1 =] 1 1
11 0.9998 4 a 1
4 1 4 a 1
10 1 4 1 1
10 0.9999 4 1 1
10 1 2 1 1
4 09534 a a 1

Figure.4: Sample of output table

5.1 Conclusons drawn from the
Analysis of Cluster tables
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6 Conclusions

Following on from the conclusions and

odminer.htmlAccessed: 24 September 2005

recommendations of the theory research, | have
managed to conclude that the O-Cluster algorithm
has been identified as the most accurate clustering
algorithm in Oracle data mining 10g. The process of
finding HIV predictors of prevention behaviour
involved critical analysis of the results as well a
good reasoning. In conclusion the attributes HIst te
and Know Aids were been clearly identified as



