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Abstract

The sharing of ideas and information comes standard in any area of resebeche&d for

voice communication to do this is relatively high. African univessdi® no exception to this
but the main drawback is that voice communication comes at a price.tiWithelp of the

Internet and open source products we may no longer see voice communicatsoascast

obstacle. This thesis describes what needs to be considered and kndiva $uccessful
deployment of voice over Internet Protocol between sites withingffieetwork infrastructure

and Internet connectivity. This thesis looks at the dynamics of hoartage voice and video
communications between SIP agents across different countries. This dimas to be a

blueprint for connecting African universities together via voice and vadeo IP on a data

network.
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Chapter 1

I ntroduction

This chapter introduces the trends of modern day voice camation and gives a possible
insight into why there is a noticeable shift within tl|ece communication market. At the end

of this chapter the problem statement and solution wikXplained.

1.1 I ntroduction
1.2 Problem Statement
1.3 The Solution



1.1 Introduction

The use of legacyPublic Switched Telephone NetworKPSTNs) as a means of
communication has spanned over more than a century sna worldwide phenomenon. The
selling point used for PSTN is ifs/e-9s(99.999%) reliability. In the last 60 years mobile
telephony has carved its way and has become a domina& ifo the communications
industry. The selling point used for mobile telephony is thathandsets are portable. These
two communication means may be adequate but are costlyhanis especially so in the
African context. The introduction dfoice over Internet ProtocqVolP) in the mid-1990s
added a new dimension to the communications market. ThefuselP has grown from a
small scale market penetration to becoming a trend $28prThe reason for its popularity is
based on its cost, value added services, and ease oymeplko A key aspect about VoIP is
that it can run on a data network. Theoreticallyyall need is an Internet connection and a

VoIP ready device.

A major issue that VoIP has to deal with is to achiawconsistent reliability. Factors such as
unreliable networks and software bugs cause inconsisgdiability. As VolP grows in
demand reliability overshadows cost. Users want tasbarad that their communication tools
are always available for use. A recent case in poing¥ithis to light. In August 2007 Skype
experienced a communication downtime of about two dayk this lead to a loss in
reputation amongst existing and future users [24]. To peeetharther into the
communications market VolP should be secure, reliable andthdre than just a voice

communications device.

Traditionally voice and data were channelled on separade but modern day trends have
created a point of convergence that brings together vaiteo and data. This convergence is
commonly termed aBiple play [29]. The question that arises from all of this is hwam we

all benefit from this modern trend in technology? Instm@frican countries the Internet is still
viewed as a luxury, but this luxury can yield a high ratestidrn on investment if used to its
full potential. VolP taps into this wide ranging potentdiluses of the Internet. This thesis
looks into how best to implement VoIP under conditiohdimited Internet bandwidth and
networks with high rates of congestion. This thesis strteebe a blue print that introduces
VoIP into a data network.



1.2 Problem Statement

Internet access is readily available in most tertedycation institutions in Africa. Depending
on financial and infrastructure factors the rate andiserof the Internet varies in all
institutions. This project focuses on two countries ngnfebuth Africa and Namibia.
Through national investment South Africa has a direanection to the SAT-3 international
submarine cable and this affords users a cheaper suppiteofational bandwidth compared
to Namibia. Through an agreement with Telkom SoutlicAffNamibia has access to SAT-3.
This indirect connection to SAT-3 increases the coshtefnational bandwidth supplied to
users in Namibia [36]. The amount of available Interredwidth in the two countries
differs greatly and this is evident within educational ingioins.Rhodes UniversityRU) has
a 12 224 Kbps Internet connection whereasltheersity of Namibig UNAM) has a 1 024
Kbps Internet connection.

In 2005, there was an attempt to establish the RU-UNAMPMoik but this link was not
reliable due to a high packet loss rate which was causagbgr network traffic policy. This
project was launched to try and re-establish the liokas to build and sustain reliable
communication between RU and UNAM. We hope that thigalnink will cause a ripple
effect that will have other African universities cootesl. We also hope that this
interconnection will improve the sharing of ideas and Kedge amongst universities.

1.3 The Solution

This project tries to answer the following main question:
* Is it possible to have a reliable link between RU andAWNwithout impacting
negatively on the existing uses of the network?

We investigated the technical and administrative chalehgesuch a possibility and how
best to implement video and voice on a data network. t€bhnical aspects required were
knowledge of data networks, VolP implementation and itraffnanagement. The
administrative aspects included liaising with divisionanagers and technical personnel
(both at UNAM and thdnternet Service Provide(ISP) that gives UNAM access to the
Internet) to implement network changes that not only thus project but also maintain the

core function of the network within an institution.



The solution provided in this project was not all togethascessful due to an administrative
obstacle that we could not overcome by the time thagpt report was due. VoIP is viewed
as a grey area by Telecom Namibia and they have impteshe policy that does not allow
externally originated VolIP traffic to traverse théata network. This policy has filtered down
to a subsidiary company of Telecom Namibia which is UN&NSP. Through this policy we
were unable to establish a VolIP link to UNAM. The impatrtafe of an ISP in a VoIP set-up
is discussed in a later chapter in this thesis. The apatepess of the technique described in
this report was established through a link to the Polyteafridamibia (PoN), which uses a
different ISP. The further success of this project Wwampered by a policy at PoN that
restricted us from implementing traffic shaping. Thermaiason for this restriction was due
to the fact that core network functionality could o interrupted because Internet based
examinations were being conducted and the running of core thebased administrative
systems were not to be affected in any way. We wele ta overcome this by conducting
test-bed experiments.



Chapter 2

Related Wor k

This chapter discusses the key components of traditianed¢ communication methods and

tries to map them to modern day voice communication ndsth@®his is a background

research into related work in traditional and modesicer communication methods. This

chapter also looks into previous work done on VolP impteat®n in African academic

institutions. The emphasis of this chapter is to revseme of the changes that have taken

place in the communications arena.
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2.1 Introduction

Communication is a vital tool that human beings useiteige and progress from day-to-day.
With this in mind the telecommunications industry has bearlving since the 1800s when
Alexander Graham Bell invented and patented the concepedglephone [6]. In his day he
envisioned telephony to be the dominant communication mktexer the telegraph network.
In our time VolIP is fast becoming the dominant commuiuoa network over the traditional
Public Switched Telephone Netwo(RSTN) [6]. VoIP falls into the category diext
Generation NetworkéNGNs). NGNs are described as recent key architectwadiitions in
Information Technology(IT) and telecommunication (mobile, PSTN) [4]. NGNsvéda
developed at a remarkable rate in the last few years.ids been due to the greater use of
digital technologies related to the Internet. Thisréiture review tries to show the in-roads
made by VoIP into the traditional PSTN and subsequentiwemshy VoIP is part of the
NGN. What is PSTN and why is there are need for change?

2.2 Public Switched Telephone Networ k (PSTN)

PSTN is a traditional network that has stood the tésine. The changes that have taken
place over the years have been in the area of swifdeichnologies and the media used to
transport voice over the network. The telephone seprigeided by the PSTN is callddain

Old Telephone ServicgOTS). POTS use circuit-switched connections. A thswitched
connection is one that creates a dedicated line/link deetwtwo communicating devices.
Through gradual development and refinement PSTNs have tooawhieve great quality and
reliability of service that we take for granted. Theeleof reliability that exists is famously
known as thefive ninesbecause PSTNs are guaranteed to be 99.999% up and running [8].

2.2.1 PSTN Components

What protocols and components are present to set up a nié8&id to provide telephony
services?

* Voice Encoding

* PSTN switches

» Private Branch Exchange (PBX)

» Signalling

* Legacy/Traditional Telephones



2.2.1.1 Voice Encoding

This is an essential component in the PSTN setup. Wiemend users wish to communicate
they produce audio data. This data must be sent via sodia fn@m source to destination.
When a user speaks the audio data is received by tpbdeake handset and sent to the entry
point of the PSTN. At this point in modern PSTNs thei@data is converted into digital data
and transmitted through the PSTN to the destinatiorthétdestination’s PSTN entry point
the digital data is converted into audio data and outpaough the telephone handset. The
process of coding and decoding the audio data is calle@ wmicoding. There are several
types of encoders available but the one used by PST®s/ikL known as thpulse code
modulation(PCM). There are two types of PCMs, the G.711u and G.711a.

2.2.1.2 PSTN Switches

The switches are the ones that create the paths threhigh the voice data travels. There are
two kinds of switches, a local switch and a TandemcswiA local switch is one that
connects the user to the PSTN and the Tandem switcteishat interconnects local switches.
The link between a switch is a trunk. A trunk contains ipleltvoice channels.

2.2.1.3 Private Branch Exchange (PBX)

This device is usually found in corporate offices and/or lsarahome offices. The primary
goal of this device is to act as a gateway between atprtelephone network and the public
telephone network. It also has added capabilities and feasueh an internal switching,
conference calls, caller IDs and call waiting.

2.2.1.4 Signalling

Signalling is used when a voice call is set-up. Signalleipshcreate a dedicated path for a
voice call. These signals inform network devices ¢haall needs to be set-up, torn-down, or
that a device is faulty or unavailable. The signallingt@col that is widely used Bignalling
System {SS7). The data transfer of SS7 does not take place wathe network path as the
call. 1t is made up oSignal Transfer Poin{STP) andSession Control Poinl{SCP). When a
call is made SS7 will determine the best path to creeatedicated link for the communicating

devices.

2.2.1.5 Legacy/Traditional Telephones



Telephones connect to the PSTN. There are two tyfpedephones analogue and digital. The
older one is the analogue telephone which is found in &ofifee digital telephone is more
recent and usually found in offices where there is A.Higure 1 shows a PSTN using SS7.

- o >N
53 Lol PSTN o8 Pax | R
|-
oo
Digital

Telephones

S87 Network

STP

STP

Figure 1: PSTN using SS7 (diagram adapted from: [8])

Figure 1 illustrates how the components of a PSTN @naexted to provide a communication
service. Taking these components into consideration SbdRId not only replicate but better
the current structure of PSTNs so as to make it malalde, attractive and efficient. Similar

to what the telephone was to the telegram, VolP isdddlephone.

2.3 Thelnternet

The Internet is an international collection of im@mnected computers across the world and
spans over majority of industries and institutions (bussineducation, and government) [7].
The Internet has evolved from being an experimental efdyansferring data between users
in the 1970s to a commercial market place for virtually angthirhe main protocol that
drives the Internet and keeps data flowing is liernet Protocol (IP). For devices to
communicate across the Internet they need to folloveet of rules to ensure data
transfer/exchange. ARPA conceptualised and funded the devetdpf ARPANET which
evolved into the Internet. ARPANET worked on packet-dwitg as a method of connecting
communicating devices together [23]. ARPA initiated researchetwork standards that all
communicating devices should adhere to and this resutdak Internet suite of protocols
now known asTransmission Control Protocol/Internet Protoc@ICP/IP). Small networks

called Local Area Network§LANs) are a set of devices that communicate over allsm



geographic area and are commonly administered by a singl®rkeadministrator. LANS
also needed a set of guidelines on how to communicatéhancesulted in the now popular
Ethernet technology [7].

2.3.1 Internet Connection Components

To connect to the Internet you will need to have twomaments in place. These components
are always present although in some situations they doemifrom users. Such a setting
could be a work environment where a user only knows thgetdnternet access you plug
your device into a live network point. The components are:

* Internet Service Provider (ISP)

 Computer

2.3.1.1 Internet Service Provider

An ISP is a service provider who offers access to thernet for a fee and at a defined
information rate. Dial-up and dedicated services arerham links that a subscriber can use
to establish an Internet connection. A dial-up servieams that only when a user requires an
Internet connection is the link established. A dedicatetlicee means that an Internet
connection is always present. The costs of dedicaedcss are higher than those of dial-up
because of the continuous presence of the Internet dmmelSPs define the information
rate and can also dictate what traffic can travérse network.

2.3.1.2 Computer

The computer in this case is a relative term used tosepr@ device an ISP subscriber uses
to communicate with the ISP gateway or remote hosérd are several methods through
which a subscriber can establish an Internet connetdian ISP (telephone line or wireless).

Figure 2 illustrates a basic user request process.

Subscriber requests an ISP verifies subscriber and
internet session sending grants internet access to

authentication information valid subscriber

ISP subscriber ISP

Figure 2: Internet subscriber request process




Although data networks were initially intended for filarisfer/exchange it has numerous
other capabilities. These capabilities include the handlihgeal-time voice and video

transmission.

2.4 Voice over Internet Protocol

VolP has become an emerging competitor to the domimaditional telephone network.
VoIP essentially is the transmission of voice osedata network. Standards and protocols
have been inherited from existing data transmission pratcoad standards to ensure that
voice is transmitted over a packet-switched link from sedo destination [9]. The question
to be asked now is how does VolP work? Two end systemstevisimmunicate. The source
speaks and their analogue data is retrieved and convettedigital data for transmission
across the data network to the destination. At therde®sin the digital data is converted back

into analogue data. This is a very simplistic overviewia# the process actually works.

Why is VoIP a cheaper service than PSTN? The answeesamthe form of how the two
transmit their media. PSTNs usecicuit switchedmethod where as VolP usespacket
switchedmethod [38]. Circuit switching used in PSTN delivery providededicated link
between two end points for the duration of a voice Gdlis ensures that data reaches desired
end points and therefore improves reliability. Dedicdiekls are costly and this is what
makes PSTN services costly. Packet switching used in Vdlieededoes not establish a
dedicated predetermined path as circuit switching does bpiathets find their own path to
the desired destination. This reduces cost because dedicki® are not used but it lowers
reliability because packets may get lost or delayed asftheé a best path to the desired
destination.

2.4.1 Vol P Components

Similar to a traditional telephone network the followtmmponents are required for a VolP
telephony service [8].

* Voice Encoding

e TCP/IP and VolIP protocols

* |P telephony servers and PBXs

10



* VoIP gateways and routers

* |IP Telephones

2.4.1.1 Voice Encoding

Just as in a traditional telephone network analogue detiste be converted into digital data
so that it can be transmitted from source to destinatAs opposed to the traditional
telephone network there are various voice encoders. réason for this is that the data
network on which voice is transmitted varies in bandwml#e. It is required to choose an
optimum codec (codes and decodes audio data from audio to digital agithldio audio

respectively) to ensure an optimum quality of service. odlec converts the analogue

waveform to a digital form. Table 1 shows some codaaisare available:

Codec Bandwidth Sample Period Ethernet
Bandwidth

G.711 (PCM) 64 Kbps 20 ms 95.2 Kbps

G.723.1A 5.3 Kbps 30 ms 26.1 Kbps

(ACELP)

G.723.1A (MP-| 6.4 Kbps 30 ms 27.2 Kbps

MLQ)

G.726 (ADPCM) 32 Kbps 20 ms 63.2 Kbps

G.728 (LD-CELP) | 16 Kbps 2.5 ms 78.4 Kbps

Table 1: Codecs[1]]

2.4.1.2 TCP/IP and Vol P protocols

Data networks rely on the TCP/IP suite to ensure dasent and received on the network.
TCP ensures that data sent is received by the destimkiace. IP ensures that the path from
source to destination is known. It is important to nogéee that due to the fact that VolP
transmissions occur in real-time voice packets thatast are not recovered because this will
lead to delays and thereby creating a poor quality of ®f8ic This is why most VolP data

is sent usingJser Datagram Protoco(UDP) because UDP does not recover lost packets.
There are several VolP protocols used to set-up and ¢tean dessions but the one that is

11



most prominent iSession Initiation Protocq|SIP) [16]. In a VoIP network SIP maybe used
for creating and tearing down voice sessions and UDikeasl to encapsulate the packets

carrying voice data.

VolIP protocols are higher-layer protocols that work harbaind with lower-layer protocols.

SIP use the open architecture of the Internet to setidgeaxminate VolIP calls. SIP inherits
the HTTP structure and this is what gives it an extra esige @her protocols. After setting

up a VolP call real-time voice streaming needs to takeeplThe VolP protocol used is a
higher-layer protocol calle@Real-Time Transport ProtocqRTP). RTP is encapsulated in
UDP as it travels across a data network. Figure 3 iliestithe SIP trapezoidal model.

\'H B \\.,‘
Rroxy A * Rroxy B
= = .
2 %
B
% %
RTP Streams .

Caller Metwork Callee Natwork Callee

Figure 3: SIP trapezoidal model (diagram adapted from: [17])

2.4.1.31P telephony serversand PBXs

In a VoIP network all devices have client and server lgiéipas because they can initiate
(UAS — User Agent Server) or accept calls (UAC — WUsgent Client). There are three main
servers to consider in a VolP environment and theypewgy, registrar and redirect The
proxy server is used to route SIP requests to UAS an@ ®IR responses to UAC [22].
When a caller requests a call set-up with a callegitey server will act as an intermediate
across the data network [12]. All calls will be creathobaigh the proxies that will have
access to SIP URL to device mapping and will perform dagch for the callee using the
callee’s SIP URL.

12



Registrar servers are used by the user agents to kedgvedes aware that they are alive on
the network. The SIP registrar server periodically rexeiupdates from all devices on its
network. This process also acts as a way of autheoticttat only authorised user agents
operate on the network. SIP proxy servers make use &lEheegistrar server to lookup the

location of user agents when calls are initiated [12].

The SIP redirect server is used to return error agesswhen destinations are unknown. The
redirect server does not forward SIP INVITE requests aadkie returns the destination IP
address of the requested device to the UAS in a 3XX dagense message [12].

PBXs are used in the same way as they are used idiaotral digital telephone network.
They act as a gateway/ telephony router for a setoafl lset of IP phones. For all clients on a
network PBX provides voice services such as conferent® call waiting, call forwarding

and many other customised services.

2.4.1.4 Vol P gateways and routers

The VoIP gateway provides a connection between the VetRonk and the PSTN. Since
PSTN networks still exist these gateways are stilldedeto maximize coverage of VolP
networks. Some VoIP gateways use SS7 signalling to swaieethat voice data travels across
the two networks. Since PSTN only uses G.711 codecsod? data must be converted to
G.711 when they differ. In some VolP deployments routeesused to determine the paths
that VolIP traffic should travel. This means they dtiche able to disassemble VolP packets
retrieve necessary information to determine the neptdmal reassemble them and send them

off. Most networks use Ethernet technologies which malessier for path determination.

2.4.1.51P Telephones

These are essential components in the VolP netwotkaihthey are the end systems. The
analogue data is input into the IP telephones which indonwert the audio data into digital
data. If the devices are old then the PBX will perfone ¢onversion. One thing to consider is
that the UAS and UAC must use compatible conversionseyf don’t this will give the PBX
some overhead in ensuring that the digital data is cobpaii8]. Figure 4 illustrates a

connection of PSTN and VolIP network via a VoIP gateway.

13



Analogue
Analogue Telephones
Telephones

Figure 4: Vol P network connected to PSTN (diagram adapted from: [8])

2.4.2 Asterisk

Asterisk is an open source IP-enabled PBX. It was dewelbpdark Spencer of Digium Inc
in 1999 and was released under the GNU General Public Li¢&#Rle) [13]. Asterisk is
software running a PBX system and offers existing traditiBEX services and tailor-made
services for its users [6]. The beauty about Asteriskat it can talk to any communications
device from the 1960s to the latest digital wireless Mfel&phone because it supports many
codecs, protocols and traditional telephony standardswbhe asterisk was chosen because
it is a key on the telephone keypad and is also used tdedany character in the pattern of a

search string [10].

2.4.3 iLanga

iLanga is a computer based PBX which was integratedeilCtbmputer Science Department
at Rhodes University [2]. iLanga has three core opencg components [1]:

* Asterisk

» SIP Express Router (SER) — handles SIP traffic

» Gate Keeper (OpenGK) — handles H.323 traffic
Asterisk on its own cannot cater for large scale Vol®vakks and that is why the iLanga
core has a SER and OpenGK as core components. FiguustBates how the components

combine to create a more effective VolP box:

14



Allows for communication
with VolP end users: SIP,
H.323

Handles H.323 2
packets to and from —_——

the internet (no<: :\/ OpenGK

longer a core — <

component in iLanga)

Handles SIP
> messages to and
from the internet

Web interface

ki frontend

Contains dial-plans, and
acts as a gateway to <
PBX and PSTN Allows Tor multiple
IP-enabled FEX requests fram Apacha to
Asterisk via the Asterisk

Manager AFI

Figure 5: Components of iLanga core

In Figure 5 it should be noted that OpenGK is no longersenas iLanga prefers SIP agents
over H.323 agents. The iLanga core is a suitable fultgtianal PBX to implement for VolP
deployment and that is why we will be using it for tipioject. University of Namibia
(UNAM) and Rhodes UniversityRU) will both have these boxes to on their respedtiAN.

Figure 6 illustrates the VolP network:

UNAM Network

. . Verizon 128K email only and 1024 K interneat from
Rhodes University Telecom Namibia

MNetwork

Legacy PBX

IP telephone Legacy telephone
Legacy telephone IP telephone

Figure 6: Project deployment of Vol P network

2.5 Quality of Service

Quality of ServicdQoS) refers to choices on how different users, ie@jdns or traffic get
treated on the network [8]. What does QoS mean to a Wetwork? The purpose of QoS is
to deliver data from source to destination in the bounds sdét time. VoIP is a real-time

interaction which relies heavily on voice data arriving time at a desired destination. If

15



voice is delivered with a maximum delay of 300ms a deogise\conversation can occur but
if there more than 500ms of delay then the convers&igmomes overlapped and awkward
[10]. The main drawback that most VolP implementatibase over large networks is the
quality of voice. Skype, the first VoIP client basedp&er-to-peer technology is one of the
most popular VolP tools available today. In the earlyasdeit did not always adequately
deliver voice across data networks as the traditio8dINPdo [15]. Many Skype users bear
with this poor service because of the cheap costs thid pimvides as compared to PSTN
calls. The minimum uplink and downlink bandwidth required byekio deliver reasonable

voice output is 2 kilobytes per second sustained, anythingwbéhs renders a call

unintelligible [15]. QoS is a key factor to consider whenlagpg a VolP network especially

across a large data network and that means that tsdffiping can be in implemented as a

way of meeting the needs of QoS.

251 SIPvs IAX

Quality of service has a major role to play in the Ih@bd and ascendance of VoIP. The time
it takes to establish a call must be short, the rat®ioé packet drops must be negligible, and
the amount of bandwidth used must be low. SIP is a publsheédvell documentethternet
Engineering Task ForcgIETF) standard and that gives it credibilityInter-Asterisk
ExchangglAX) is a protocol developed by the creator of AsteN&krk Spencer to solve SIP
drawbacks. IAX is a protocol built with VolIP in mind [18]able 2 compares the two

standards.

SIP IAX

Standard IETF standard Not a published standard (yet?)

Ports Requires 3 ports to achieve voicRequires 1 port to achieve voice
communication. 1 port for callcommunication
setup and 2 ports for voige
transmission (RTP)

LANs Not costly (data flow) on LANs Costly (data flow) on LAN
because of less hardwarbecause of hardware
requirements. RTP does not flowequirements. IAX must flow
through servers on a LAN through servers at all times

WANSs Costly on WANs (security) Not costly on WANs (secu)rify
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because RTP requires a range
ports to be available for Vol

sessions

bécause less ports are open
PVoIP sessions

NAT
Handling

NAT traversal

because signalling and voice ds

is a probler

travel on different ports. Durin

voice data transmissions t
mapping of private to public |

addresses may mismatch

NNAT traversal is not a problel
atsecause signalling and voi
gdata travel together on the sa
h@ort and therefore IP addre
the san

Pmappings remain

throughout a session

Complexity

A more intensive implementatio
process required because it is
general purpose protocol

rLess intense implementatic
l@ecause it is an Asterisk bas

protocol

Video

Supports video and numerous S

clients and codecs are available

bIPoes not readily support vide
Very few IAX clients and vide

for

n
ed

o

D

codecs are available

Table 2: Comparison between SIP and |AX [18], [19]

For this project SIP will be used. Since there is compatiamong packets to reach their
desired destinations VolP traffic will have to be ptised to ensure a sustained end-to-end

voice connection. Traffic shaping is the answer to pisation.

252 RTP

RTP sits at the transport layer of ti@pen Systems Interconnectig®SI) model and
encapsulates RTP in UDP packets. The reason why Uldedinstead of TCP is because of
its connectionless characteristic [8]. Within the Voil&rework if a voice packet is lost or
dropped there is no need to request a re-send as all catimessoccur at real-time. RTP is
essential because it holds the payload (voice sampldsigh rate of successful end-to-end

RTP transmissions results in a high level call quality.

2.5.3 Codec and Transcoding

A codec is important in the VoIP set-up because it peisosampling of analogue audio
streams and determines the data rate [8]. Transcodmigasan important part of the VoIP
set-up because not all devices use or support similar cofiensscoding overcomes this

problem by performing conversions between different codélteough transcoding gives
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VoIP a level of interoperability it is costly in terro$ delay and call quality. When selecting
the appropriate codec in a VolP set-up a balance musbtaéned between maintaining
intelligible communication and reducing bandwidth consunmptio

2.5.4 Traffic Shaping

Traffic shaping is a form of controlling how packets dHoflow through a network. The
essence of traffic shaping is to guarantee perform@tje The reason why traffic shaping is
important is to ensure that voice is not delayed by rtitae 500ms and few voice packets are
dropped within a session. For this project traffic shapingtrtake place at the ISP. Figure 7
illustrates where traffic shaping should be implememtedhe router interface that connects
the ISP to UNAM.

Check outbound traffic to UNAM:
IF SIP or RTP THEN prioritize

Check inbound traffic from ISP: IF
SIP or RTP THEN prioritize

RUUt (8] UNAM RDuler to IS o

Check outbound traffic to ISP: IF
SIP or RTP THEN prioritize

Figure 7: Traffic shaping between UNAM and | SP

In Figure 7, when UNAM bound traffic arrives at the 18&ch packet is put into a queue.
Each packet is stripped and analysed to determine thetypesef the packet. If the packet is
SIP or RTP then it is put into a priority level queue [Z0}is means that all traffic in the

priority queue will leave the ISP for UNAM first. Thearme process of class/type
determination occurs on the UNAM router for inbound and auttdraffic. The main points

to consider are whether the end routers can perfoaffict shaping and determine VolP
protocols.
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2.6 VolPin Africa

African countries are slowly coming around with acceptfiogP as a legal communications
tool. In some countries VoIP is still a grey area andsiillegal to run any form of

communication through VolP. Countries like South Afrisgnya, and Mauritius have gone
as far as awarding licences to companies providing Vo#feédoagervices. Regulators in the
communications market are trying to hold on to their domir@ositions to protect their

revenue. In some cases the benefits of VolP hawhedasubscribers by way of reduced call
charges but others although they use VolP do to not recharges and therefore increase

their revenue [39].

In South Africa theTertiary Education NetworKTENET) has finally come around and
realised the potential of VolP for tertiary educatimstitutions. Two years ago TENET
requested an investigation into the potential of VolP. f@sailt of this initial investigation
was negative and the idea of VolP implementation wasppld. Regulators in the
communications market have since opened VolP and TENETdw realised that there is a
great potential in terms of economic benefits forideytinstitutions [40]. This year TENET
and theNational Telephony User GroufNTUG) have signed a collaborative agreement
which is setting out to determine whether TENET should adébki service option for
participating institutions. This is a national effort amtlat we are trying to achieve is an

international effort.

2.7 Conclusion

In this literature review telephony aspects were descrimethat a firm understanding is
gained on the PSTN and VoIP networks and how they wohis Teads to a better
understanding on how to best tackle the deployment of ¥bllPNAM and to set-up a VolP
link between UNAM and RU. To obtain an optimum link betwehe two institutions an
appropriate bandwidth calculation is required so as tms# the best codec to use between
the two links. Due to the fact that UNAM has a 1 024Klspernet connection shared campus
wide there must be a way to allow delay sensitive trati be prioritized during times of
network congestion. One way to do this is to implent@o®. It should be noted that when a
network is 100% congested not even QoS can ensure riglifdvildelay sensitive traffic.
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Chapter 3

The Test-bed and I nitial Testing

This chapter discusses how to solve potential VolP impleatien problems using a
controlled environment. This chapter tries to answethestion on whether there is a need
for QoS to maintain an intelligible voice conversatbver a congested network.

3.1 I ntroduction

3.2 Site Internet Links

3.3 Vol P Network Test-bed
34 Analysis

35 Results

3.6 Conclusion
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3.1 Introduction

A test-bed enables us to observe and analyze the behdviappdications in a lab
environment that try to emulate conditions on the ctiraed/or planned production network
[26]. Using the test-bed we will assess whether tleeeneed for traffic shaping to sustain a
reliable voice session over a congested network. Ta@r@umerous techniques that can be
used to implement traffic shaping on a Cisco routemimihave focused on one method that
is recommended for VolIP.

3.2 SiteInternet Links

This thesis uses two sites for its case study and #neyRhodes UniversitfRU) and
University of Namibia(UNAM). The two institutions have different Intetnbandwidth
allocations and deploy a different LAN infrastructur@ble 3 is a comparative between RU
and UNAM:

Internet Link Speed LAN Speed
RU 12 224 Kbps Gigabit
UNAM 1 024 Kbps 100/2000 Mbps

Table 3: Comparison between RU and UNAM

From Table 3 it is important to note that the number efsi®n the network is relatively
similar. The demand for Internet bandwidth on bothssiehigh but RU is more than able to
cope with this bandwidth demand due to having a bigger Intenkespeed. Figure 8 shows
an overall daily usage of RU Internet bandwidth utilaaa for October 2007. Figure 9 shows
an overall daily usage of UNAM Internet bandwidth uéition for October 2006.
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Figure 8: RU daily Internet bandwidth utilization
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Figure 9: UNAM daily Internet bandwidth utilization

The bandwidth utilization graphs clearly illustrate wherevoek congestion exists. It shows
that UNAM’s network reaches its full information radering working hours for incoming
traffic. RU’s graph shows that it does not exhaustitiiormation rate for both incoming and

outgoing traffic. This network activity is what the werk test-bed will try to emulate.

3.3 Vol P Networ k Test-bed

The main purpose of the test-bed is to emulate the RBNUNink and to carry out
gualitative tests. The results of these tests will@énce the exact nature of VolP deployment
using iLanga. The tests will monitor and analyse howfi¢rdlows between a congested
network and a less congested network using different sosnaith varying demands on
available bandwidth. Using this data we can then see heswtbesnsure that reliable and

sustainable voice conversations can be made regardig®slevel of congestion. In this case
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the critical packets to be monitored are the voice gatkets (UDP carrying voice data).
Figure 8 illustrates the test-bed.

RU Network UNAM Network

&

Fa0/1 — bandwidth (1024Kb)
- [192.168.2.0/24]

Fa0/0 — bandwidth (12224Kb)
[192.168.1.0/24]

Softphone

Hardphone

; Softphone Hardphone
PC

—HTTP and FTP server

PC

SIP clients communicate
across the network

Figure 10: Network Test-bed

3.3.1 Test-bed Components and Configurations

To build the network test-bed the following componentsewequired. Figure 10 illustrates
the cabling of the desired network:

» Cisco 2600 series router with two FastEthernet ports

* D-link 8 port switch

* 3 PCs (one running asterisk, one representing RU users,epresenting UNAM

users)
» 2 hardphones (one representing RU users, one represeitiig Users)
» Cat 5e UTP cables (straight through and cross-over)

* RJ-45 to DB-9 cable (console cable to router)

3.3.1.1 Router Configurations

The Cisco router was configured to have the following badithwand transfer rate
allocations. The settings are listed in Table 4.

Setting FastEthernet 0/0 FastEthernet 0/1
Bandwidth (kbps) 12 224 1024

Rate limit (bps) 12 224 000 1 024 000
Max burst (bytes) 1 528 000 128 000

Min bursts (bytes) 1 528 000 128 000

Table 4: Ciscorouter interface configurations
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The code that implements bandwidth allocations to useesach network segment is in Table
5.

!
interface FastEthernet0/0

rate-limit input 12224000 1528000 1528000 conform- action transmit exceed-
action drop
rate-limit output 12224000 1528000 1528000 conform -action transmit exceed-
action drop

!
interface FastEthernet0/1

rate-limit input 1024000 128000 128000 conform-act ion transmit exceed-
action drop
rate-limit output 1024000 128000 128000 conform-ac tion transmit exceed-
action drop

Table5: Cisco Router bandwidth configuration

The rate-limit command regulates the information rate for the cdmedor both incoming
and outgoing traffic on the designated router interfadee format for the command is as
follows:

rate-limit <input/output> <bandwidth in bps> <maximum burst in bytes> simum burst
in bytes> <normal burst action> <burst violation action>

Without this command the end-to-end bandwidth would not teftecexisting Internet links
for UNAM and RU.

D:~Sof twaresiperf >iperf —c 172.168.1_.2

Client connecting to 192.168.1.2,. TCP port 5681
TCP window zize: 8.60@ KBute {(defaultl

[1228]1 local 192.168.2.2 port 31575 connected with 192.168.1.2 port 5061
[ ID]1 Interval Transfer Bandwidth
[12281 BA.8-18.8 sec 4.8 MButes 62.6 Mbhits-sec

D:sSof tuaresiperf ¥ _

Figure 11: Information rate without rate-limit command

Figure 11 show the end-to-end information rate between RUWNAM on the test-bed.
With a round trip of 10 seconds the measured informagtmis open and does not depict the
true end-to-end information rate. RU has a cap of 12 224KbgsUNAM has a cap of 1
024Kbps. The RU end device has IP address 192.168.1.2 and the E@hNBevice has IP
address 192.168.2.2.

24



D:~Software~iperf >iperf -c 192.168.1.2

Client connecting to 192.168.1.2. TCP port 5661
TCPF window size: 8.8@ KBuyte <default>

[19283]1 local 1?2.168.2_2 port 39528 connected with 192_168.1.2 port 58681
[ ID]1 Interval Transfer Bandwidth
[1728]1 B8.09-18.8 zec 1.25 MBuytesz 1.84 Mhits.zec

D:sSoftwaresiperf >

Figure 12: Information rate with rate-limit command

Figure 12 illustrates a more realistic end-to-end infoionatate where the bottleneck is on
the UNAM side and thereby restricting the informatioterd his is the reason why the rate-
limit command is essential to the test-bed routerigardtion. The full router configuration
code can be found in Appendix Al.

3.3.1.2 PC Configurations and Settings

The PCs represent RU and UNAM users. The PCs aregooedi to be on different networks.
Table 6 illustrates thetwork Interface CardNIC) settings on each PC:

IP Address Subnet Mask Default Gateway
RU 192.168.1.2 255.255.255.0 192.168.1.1
UNAM 192.168.2.2 255.255.255.0 192.168.2.1

Table 6: PC NIC configurations

The PCs are both running Windows XP Professionallatanet Information Service@lS)

for Hypertext Transfer ProtocdiTTP andFile Transfer ProtocolFTP services. The reason
why IIS is running on both machines is to enable as much netwetikhktyaas possible in
order to create congestion on the network. Each PC inenta568MB movie for video
streaming and a 568MB file for file transfer activity. 3i&sed softphones are also running
on each of the PCs. The PCs are also running network maogitand measuring software

which will be discussed later on in this chapter.

The third PC is a Linux box running Asterisk. Asterisk Wi used to make the voice calls
better regulated and to allow the use of SIP-based hamdgh The call monitoring on
Asterisk CLi will be very useful to verify that callare actively being created as was

illustrated in figure 3.
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3.3.1.3 Network M onitoring and M easuring Software

The software used to monitor and measure the netwotkafellowing:

* ManageEngine VQManager

o lperf
*  WinDump
* Ethereal

ManageEngine VQManages a powerful, web-based, 24x7 real-time QoS monitoraaj t
for VolP network. It enables IT administrators to monitheir VolP network for voice
quality, call traffic, bandwidth utilization and keep taof active calls and failed calls.
VQManager can monitor any device or user-agent that sugplbttsSkinny and RTP/RTCP
[30].

Iperf was developed as a modern alternative for measuring di@P UDP bandwidth
performance. It is a tool to measure maximum TCP bantwadiowing the tuning of various
parameters and UDP characteristics. Iperf reports baltidvdelay jitter, datagram loss [31].

WinDumpis the Windows version of tcpdump, the command line ndtvamalyzer for
UNIX. WinDump is fully compatible with tcpdump and can bediso watch, diagnose and
save to disk network traffic according to various compldas [32].

Etherealis a protocol analyzer. The essential use of thisitotd read the output from log

files created by WinDump [33].

3.4 Analysis

In the analysis we had to come up with reasonablengettchniques that would find the
threshold of the network. Two conditions were usedroher to achieve a better insight into

bandwidth usage on the test-bed.

3.4.1 Condition One

The Cisco router by default use$iast-In-First-Out (FIFO) method for transferring packets
from source to destination. The FIFO method ensureéghbdirst packet that comes into the
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router is the first one out [27]. FIFO does not prisettany packets in a queue. Figure 13

illustrates how the packets are handled by the router.
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A = L = O
LD 33 a3
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\
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ﬂ@g

Router

Source C

Figure 13: FIFO Queuing (diagram adapted from: [27])

3.4.2 Condition Two

Applications that are delay sensitive cannot rely on Ftf@uing methods especially in
congested networks. A solution that allows for greatetrobof individual packet streams is
priority queuing [27]. The priority queuing method we used in t¢@mrdtwo is Class Based
Weighted Fair Queue (CBWFQ) with priority bandwidth percgetd his method of queuing
prioritises packets based on user defined classes. Figudastrates how CBWFQ works as

packets enter and leave a router’s interface.
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The configuration of CBWFQ is in four steps:

1.

Create a class and define the packets that fit inpoicaity. Access Control Lists
(ACLs), protocols, or originating interfaces can be used

Create a class map. The purpose of this is to map a defiagsl to a unique class
identifier

Create a policy map. The purpose of this is to define tioeitgrtype that should be
used

Apply the policy to an interface. To activate CBWRQnust be assigned to a router

interface

The commands we used to implement CBWFQ are explangeih following points:

Create a classTable 7 shows how class definition is configured.

ip access-list extended high

permit tcp any any eq 1720

permit tcp any any eq 5060

permit udp any any eq 5060

permit udp any any range 16384 32768
|

in access-list extended medium
permit tcp any any eq ftp
permit tcp any any eq www

|

Table 7: CBWFQ class definition
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Two classesigh andmediumare created and their associated packets are defined.
The classes were defined using named ACLs. All nece&i& and RTP packets
are assigned to class high. Although SIP packets do natpusehigh amount of
bandwidth they have been assigned to class high so that dsarot receive too
many call set-up or call termination delays. RTP which laydsensitive traffic is
placed in the high class so that it has a higher pyiarten network congestion is

on the rise. All ftp and web traffic (www) is assigrtecclass medium

Create a class mafable 8 shows how class mapping is configured.

I

class-map high

match access-group name high
!

class-map medium

match access-group hame medium
|

Table 8: CBWFQ class mapping

The classes that were created and defined in step onmapped to a name
identifier. We decided to use the same ACL names as ideaifiers. Here we
match the criteria set for each ACL to a unique ideantifi

Create a policy maprable 9 shows how policy mapping is configured.

!
policy-map voip
class high
priority percent 45
I

policy-map voip
class medium
priority percent 30
!

policy-map voip
class class-default
!

Table 9: CBWFQ poalicy mapping

Once the class maps are defined they are assigned i@y mpap. A policy map
defines how each class map should be treated when matcpackets in the queue.
In our case we set the priority percentage policy. Wlegestion is encountered
we set the router to allocate 45% of available bandwalthigh class map matching
packets and 30% of available bandwidth to medium class nmaagiping and the
remaining amount is for default class map matching.dgfault class map refers to

all other traffic that is not defined in all other daraps
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e Apply the policy to an interfacdable 10 shows how the policies are applied to an

interface.

int fa0/1
service-policy output voip
I

Table 10: CBWFQ activating a palicy on an inter face

The interface we assigned the policy to is fast Edtemmterface that connects to the
UNAM network. This means that traffic that is travusdl towards the UNAM network is
analysed by the policy

The full CBWFQ configuration used can be found in Apperiix

3.4.3 TestsConducted

For each condition we performed the following sequendests:
1. Monitor network activity and measure bandwidth before ealsmade
2. Generate voice calls and measure the bandwidth ubiizaind quality of voice call
with no network congestion
Introduce network congestion and monitor network actaitgt measure bandwidth
4. Generate voice calls and measure the bandwidth ublizaind quality of voice call

with network congestion

For consistency the following method was used to geneoate calls:
1. Dial destination number and wait for five seconds
2. Answer the call and count up to thirty
3. Remain silent for five seconds then hang-up

For consistency the following method of applying netwarkgestion was followed:
e Generate HTTP traffic by launching a browser and pointing & webpage sitting on
a web server (RU webpage points to UNAM’s web sever pagedJNAM's webpage
point to RU’s web server page)
e Generate FTP traffic by downloading a 568MB file (RU download§ile from
UNAM and UNAM downloads a file from RU)
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e Generate video streaming (RU plays a video file from UNaMI UNAM plays a
video file from RU)

e Generate icmp activity by using an extended ping command

The tests conducted were a basic measure to see how beaintain an intelligible voice

conversation without increasing available bandwidth.

3.5 Results

After a set of five tests for each condition theulesswere recorded. Iperf was used to take
down the bandwidth utilization. ManageEngine VQManager weasl to monitor and analyze
the traffic that was traversing the network. Managgie VQManager also had a voice
guality tester and thilean Option Score scal®OS) is used to grade the quality of a voice
conversation [8]. MOS is an accepted yet basic methomezfsuring voice quality and is
described in ITU P.800. The MOS values range from 1 to 5evhes bad (communications

breakdown) and 5 is excellent (perfect auditory reception).

A comprehensive summary of voice calls is stored andergesd by ManageEngine
VQManager. For traffic analysis a traffic monitor gragpid related data is present. For voice
quality we opted to show jitter, packet loss and MOS grapldsassociated data. Figures 15 —
18 illustrate the results that were captured for traition tests.
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Figure 15: FIFO with no networ k congestion
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Figure 16: FIFO with network congestion
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Figure 17: CBWFQ with no network congestion
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Figure 18: CBWFQ with network congestion

Once all tests were performed the average of colletdtal was analysed. Table 11 gives a

summary of results from all tests.

Test Result
FIFO Voice Quality Rating: 4.4

Available end- to-end Bandwidth: 1.04 Mbits/se¢
FIFO with network congestion| Voice Quality Rating: 3.5

Available end- to-end Bandwidth: 242 Kbits/sec
CBWFQ Voice Quality Rating: 4.4

Available end- to-end Bandwidth: 1.05 Mbits/se¢

CBWFQ with network Voice Quality Rating: 4.3
congestion Available end- to-end Bandwidth: 263 Kbits/sec

Table 11: Summary of Analysis Results

MOS values above 4 are taken as toll quality and thoksvb@6 are not of satisfactory
quality [8]. From the results it can clearly be seen thare is a significant improvement in

voice quality when CBWFQ is introduced under congested tionsli
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3.6 Conclusion

A point to note is that it is important to know the aa@paand capability of a network on
which VoIP is to be deployed. From what we know so leug VVolP through the background
work VolP cannot achieve five-9s product reliability in teraf voice quality but it should be
able to maintain tolerable reliability. If periodic nefnk congestion exists the best method of
avoiding poor quality voice conversations is to implen@o§. The results from the network
test-bed give a solid answer to the problem of deployinid®\éwer low bandwidth networks
with high rates of network congestion. In relationte RU-UNAM link we are now better
equipped to solve bandwidth related problems in VoIP deplolynid¢mse results will help
achieve our overall goal of deploying a sustainable andbteligolP service between
different sites with differing network infrastructunedalnternet connectivity.
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Chapter 4

Real Life Implementation and Testing

This chapter looks into the actual deployment of VolBraversity of NamibigUNAM) and
describes the challenges encountered. The criticalecgal we encountered at UNAM
resulted in us implementing the same VolP solutiohatolytechnic of Namibia (PoN). The
PoN deployment also had its own challenges that leatbu conduct any traffic shaping
implementation and testing. This chapter also discubsss issues and many others that may

arise when deploying VolIP on a live network.

4.1 iLanga Installation and Configuration at UNAM
4.2 Testing with UNAM and Polytechnic of Namibia

4.3 Concluson
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4.1 iLanga I nstallation and Configuration at UNAM

To set-up iLanga there are essential hardware and seftivat must be present. Figure 5
shows the components of iLanga that are needed to imakek. The emphasis of this set-up
is to haveRhodes UniversityRU) and UNAM communicate through iLanga. The instaliati
process for iLanga is not discussed in this thesis iasaell discussed by Jason Penton [2].
The only difference is that we have installed newesiges of iLanga components. This
section will discuss the Asterisk configurations whichitgga to setting up a VolP link
between RU and UNAM. These settings will deal with |/A{P, and dialplan configurations.

4.1.1 1AX Configuration

IAX establishes a peer connection between two PBXs. iBA%onfigured in theéax.conffile
found in/etc/asteriskfolder. IAX sends call signals and voice data on onme@fUDP port.
Section 2.5.1 of this thesis discusses SIP and IAX potgcend indicates the differences
between them. The advantage of IAX is that it hastéer method of handling NAT traversal
and it does not require a huge range of open ports on ankefivewall. For these reasons it
is a suitable protocol to use for peer connections.eTabland 13 show configuration code
used for setting up IAX at UNAM and RU.

téeneral]
bindport=4569

'bindaddr=xxx.xxx.xx'x.xxx:4569 ; local IP address for UNAM PBX
bindaddr=yyy.yyy.yyyy.yyyy:4569 ; public IP address for UNAM PBX

Béndwidthzlow ; defines the type of internet link

disallow=all ; codecs to negotiate on when establishing
connection

allow=speex

allow=gsm

allow=alaw

allow=ulaw

allow=speex

forcejitterbuffer=no
trunkfreq=20

tos=lowdelay ; type of service action - low delay on voice
packets

[ilanga] ; setting up a user account

type = user

username = ilanga
secret = ilangapass
host = dynamic

38



context = local

[ilanga-outbound] ; setting up a peer/user account
type=friend

username=ilanga

secret=ilangapass

host=zzz.zzz.zzz.zzz ; RU PBX public IP address

Table 12: iax.conf configuration file at UNAM

[general]
bindport=4569 ; bindport and bind

bindaddr=xxx.xxx.xxx.xxx:4569 ; IP address for RU
Béndwidthzhigh ; defines the type of internet lin

disallow=all ; codecs to negotia
connection

allow=speex

allow=gsm

allow=alaw

allow=ulaw

allow=speex

forcejitterbuffer=no
trunkfreq=20

addr may be specified
PBX
k

te on when establishing

tos=lowdelay ; type of service action - low delay on voice
packets

[unam] ; setting up user account

type = user

username = unam
secret = unampass
host = dynamic
context = local

[unam-outbound] ; setting up peer/user account
type=friend

username=unam

secret=unampass

hOST=XXX. XXX XXX. XXX ; UNAM PBX public IP address

Table 13: iax.conf configuration file at RU

Notice that the IAX configuration for UNAM and RU areigsitly different. The key
configurations to take note of are th&ndport bindaddr codecs peer contextsand user

contexts Some critical differences and important configuratiareslisted here:

* A bindaddris determined by the IP address(es) assigned to a RBitdaddr tells

Asterisk to listen on a specified IP address on a giveh perphones use this

bindaddr to register on Asterisk

*  UNAM has a low bandwidth allocation where as RU hagga bandwidth allocation.

The allocation is based on the bandwidth available tetavork and is set using a

bandwidthcommand. You can set bandwidth to high, medium or low
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* For IAX to peer two PBXs when a call is initiated tleex.conf file should have
corresponding user and pemontexts In the UNAM configuration the contexts are
ilanga and ilanga-outbound These contexts will be used to authenticate IAX peer
negotiations when a call is being set-up

» Other important information that IAX needs when essgdliig a call are voice codec
negotiations. The interacting UAs must agree on whaecdo use for the voice
session. Due to the nature of the link, we have optedséospeexcodec as the
first/default option. Speex is an open source codecdwpresses voice at bitrates
ranging from 2 to 44Kbps [35]. Speex as compared to other ctisteckin Table 1
reduces the demand of scarce internet bandwidth betweAMWNd its ISP

The down side to using IAX is its limited support for vid&bere are few codecs supported
by IAX and fewer video enabled IAX clients exist.

4.1.2 SIP Configuration

SIP establishes a peer connection between PBXs. Stihfigured in thesip.conffile found

in /etc/asteriskfolder. SIP is a good protocol to use when there iBIA® traversal required
for voice calls because SIP does not handle NATetdarks too well. SIP also has an added
advantage in that it supports video. In our set-up all UAsSAP hard IP phones and they
must register with Asterisk. For this registration &e place the sip.conf file must be
configured. Table 14 shows configuration code used at UNAM.

[general]
context=default ; Default context f or incoming call
bindport=5060 ; UDP Port to bind to (SIP standard port is
5060)
bindaddr=xxx.Xxx.XXX.XXX ;IP address to bi nd to (0.0.0.0 binds to
all)
srvlookup=yes ; Enable DNS SRV lo okups on outbound calls

; Note: Asterisk on ly uses the first host

; iIn SRV records

; Disabling DNS SRV lookups disables the

; ability to place SIP calls based on
domain

; names to some oth er SIP users on the
Internet
disallow=all ; First disallow al | codecs

; Allow codecs in o rder of preference
allow=ulaw
allow=alaw
allow=gsm
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allow=g726

externip = yyy.yyy.yyy.yyy ; Address that we're going to put in
outbound SIP messages

localnet=xxx.xxx.xxx.0/255.255.255.0 ; All RFC 1918 addresses are local
networks

nat=yes ; NAT is used on network

qualify=yes ; ttl for register packets is set to 2000ms
canreinvite=no ; send requestion for UA register

[5929] ; UA account details

type=friend
username=5929
secret=1234
host=dynamic
context=local
canreinvite=no
qualify=1000
disallow=all
allow=ulaw
allow=alaw
allow=gsm

[unamout] ; SIP peer account details
type=peer

secret=asterisk

username= kmufeti

fromdomain=unam.na

host=196.44.139.66

port=5060

nat=yes

disallow=all

allow=gsm

Table 14: sip.conf configuration fileat UNAM

The key settings in this file are:

For SIP phones to register they need to know on whichtpaend messages on and
to what address. This is set in the bindport and bindaddngsetti

UNAM'’s PBX sits behind a firewall and for that reasexternalip nat, localnet and
qualify is configured. These settings attempt to solve the NAJetsal problem that
comes with SIP. A UA’s IP belongs to the localnet, wlae external call out of the
network is requested thexternalipis mapped to the local IRQualify determines the
timeout period for status updates for UAs on Asterisk

The credentials set in tH&929 context will be used to successfully register a SIP
hardphone on the UNAM network

The credentials set in thenamoutcontext will be used to successfully peer two PBXs
over SIP. These credentials work in the same way &XnA point to note here is
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that SIP does not work well with the speex codex andishahy we force the default
codec to be gsm. This codec is popular in cellular teleplaod at a bitrate of 13
Kbps

4.1.3 RTP Configuration

The protocol for handling voice media streams is RT#e dommon UDP port range used for
RTP is 16384 to 32767 [27]. For this project we had to limit thé ramge so as not to leave
too many ports open on the firewall. To set the rang®dt to be used by RTP thgp.conf

file found in /etc/asteriskfolder is configured. Table 15 shows configuration code used at
UNAM.

; RTP Configuration

igeneral]

RTP start and RTP end configure start and end add resses
Defaults are rtpstart=5000 and rtpend=31000

rtpstart=8000
rtpend=8005

Table 15: rtp.conf configuration fileat UNAM

An interesting point to note here is that RTP opensparts for communication. One port is
for the media stream and the other port is for momgpend controlling the voice quality.
The RTP port for the media stream must be an evennpomnber. The protocol that handles
the voice QoS is thRTP Control Protoco(RTCP) [37].

Once all devices are registered and peers can communiEateext step is to configure

dialplans to test internal and external communication.

4.1.4 Dialplan Configuration

An Asteriskdialplan is a set of rules/states that are subdivided intkstasing contexts [1].
Each context defines the process needed to be executeti¢ve a set result when numbers
are dialled. Dialplans are configured in taetensions.corfile found in/etc/asteriskfolder.
Table 16 and 17 show configuration code used at UNAM and RUatesgg.

taefault]
exten => _.,1,Goto(local, ${EXTEN},1) ; dialplan for any call received
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[local] ; local context dialplan
;internal calls over SIP to local UA

exten => _5XXX,1,Answer()

exten => _5XXX,2,Dial(SIP/${EXTEN})

exten => 5XXX,3,Hangup()

exten => _5XXX,103,Congestion()

;external calls over IAX to RU UA

exten => _7XXX,1,Answer()

exten => _7XXX,2,Dial(IAX2/unam:unampass@ilanga-out bound/${EXTEN})
exten => _7XXX,3,Hangup()

exten => _7XXX,103,Congestion()

;external calls over SIP to RU UA

exten => _3XXX,1,Answer()

exten => _3XXX,2,Dial(SIP/7526@ruout)
exten => _3XXX,3,Hangup()

exten => _3XXX,103,Congestion()

Table 16: extensions.conf configuration fileat UNAM

; Unam PBX ;dialplan to cater for calls to UNAM U A
exten => 7805,1,Ringing()
exten => 7805,2,Goto(unam-pbx,s,1)

[unam-pbx]

exten => s,1,Playback(prepaid/prepaid-enter-dest)

exten => s,2 WaitExten(5)

exten => _XXXX,1,Dial(IAX2/ilanga:ilangapass@unam-o utbound/${EXTEN})
;exten => _XXXX,1,Dial(SIP/${EXTEN}@unamout)

exten => _XXXX,2,Hangup()

exten => t,1,Goto(unam-pbx,s,1)

exten => i,1,Goto(unam-pbx,s,1)

Table 17: extensions.conf configuration fileat RU

The main dialplans that are important to note are thbae establish IAX and SIP calls
between the two sites. For example:

* When7526is dialled at UNAM thelocal context executes the _7XXX statements.
These statements initiate an 1AX bridge to be creatéddsm the two sites. The
username unam and passwordunampassare sent to the PBX defined in ilanga-
outbound in the iax.conf file. Once authentication iscessful the IAX peer is tasked
with calling UA 7526

* When3001 is dialled at UNAM the local context executes the _XX3tatements.
These statements initiate a SIP bridge to be crémaeen the two sites. In this case
a PBX defined irruout in the sip.conf file is tasked with calling the UA 7526

For a bridge to be established between peers the netmuskbe fully functional and VolP

ready. A fully functional network is one that permite peers to be reachable and permits
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them to communicate with each other over defined portsetdvork is VoIP ready if it can
handle VolP based traffic. If ports are closed ordhe a high packet loss due to network
congestion then signalling and voice data cannot reaahdésired destination.

4.2 Testing with UNAM and Polytechnic of Namibia

All configurations on the UNAM PBX were correct but were only able to establish local
UNAM calls and failed to establish external calls to.RWe reason for this was due to a
technical and unforeseen bureaucratic policy. UNAM’s $&Res in its policy that no VolP
traffic should be used on their networks. This policy hasnbimplemented on all their
routing devices and this resulted in dropped VolP packets.a@empts to gain temporal
exclusion from this rule were unsuccessful and hentate@mpts to set-up voice calls
between UNAM and RU could not be established. Througlicrahalysis we could see
signalling messages leave the call initiating network dyiort unreachable response was
returned by the ISP filtering device. The unreachable statised the set number of call set-
up retries to be reached and thus call termination wastéd. We opted to test these
configurations at another site using a different IB&lytechnic of NamibigPoN) agreed to
be a test site and the following configurations were regqdes their network:
* Install and configure iLanga with the same settings @a®JtdlAM PBX -done
» Statically assign a public IP address to the PoN PBohe
» Configure the firewall to open test ports for SIP, Rl IAX. The ports we opened
are UDP ports 4569 (IAX), 5060 (SIP), 8000 - 8005 (RT&)ne
* Implement traffic shaping techniques and test call quahtyimpact on the network —
not done

We were able to perform all requests except for impléimgrand testing traffic shaping.
This was due to PoN'’s policy restrictions and the neeétetep the network reliable for
administrative functions and examination purposes. Viighconfigurations we had proposed
we were able to make calls during working and non-workogr$ Table 18 shows results of
the call quality tests:

RU PoN
Working Hours Tolerable Less tolerable
Non- working Hours Good Good

Table 18: Summary of call quality results
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Bridged calls over SIP and IAX seemed to yield the samalts in terms of voice quality.
IAX faired better than SIP during working hours becausthefless demanding codec used
for IAX. The gsm codec used by SIP requires 13 Kbps wheymzesx, the IAX codec ranges
from 2 to 44 Kbps depending on the available bandwidth. The darafieach test call was
set to 5 minutes so as to see if the line would be droppedice quality would improve or
worsen. UsingPuTTY which is a telnet and SSH program arfsharkwhich is a network
protocol analyser we were able to monitor the VolPfitrain PoN’s PBX. The network
remained stable during each call test although there weaghar media packet loss during

working hour call than non-working hour calls.

4.3 Conclusion

Through live testing it was established that calls couldntbted from RU and PoN over
IAX and SIP. Some recommendations that should be lookedwhen considering VolP
implementation:

* When setting the RTP configurations make sure to defirmngerof more than two
ports. The reason for this is that RTP requires twosgorcommunicate. One port for
the media stream which should be an even port numbertrendther port for
monitoring which should be the next highest number

* It is advisable that the PBX is assigned a public IP adds® as to avoid NAT
traversals for PBX peering

* To establish SIP calls it is advisable to peer PBXsthmyeso that PBXs remain
reachable and known to each other during idle times

* For SIP UAs behind NATs make sure to setdkiernalipandlocalnetsettings so that
a mapping can be seamless between external and Iscal IP

* For networks with high congestion rates it is advis#tdé a codec with low bitrates is
used and traffic shaping is implemented to improve voicatyudlcalls

» It is fundamental to understand the policies of an ISPs have the prerogative to
filter traffic based on their policies. We were unaldeirhplement the RU-UNAM
VoIP link because of the restrictions on VolP traffienir UNAM’s ISP

We now know that it is possible to set-up a VolP linkoasrdifferent countries with different

network infrastructure and Internet bandwidth. To conepilis project so that the link can be
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used next year a separate Internet connection needsup ghrough an ISP who will permit
VoIP traffic.
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Chapter 5

Future Work and Conclusion

This chapter summarizes this project report and disctisgegs work and possible extensions
to the project. The emphasis here is to identify the seep and what pertinent issues were

uncovered and remain unsolved.

5.1 Summary
5.2 Conclusion
53 Future Work
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5.1 Summary

The main question this project tried to answer was whetheliable VoIP link could be
established betwed®hodes UniversityRU) and thdJniversity of NamibigUNAM) without
impacting negatively on the core functions of the nekwiareither location. Through this
research we gained a firm understanding of what criaspects we should monitor when
trying to obtain a reliable VolIP link. We experimentedhiraffic shaping on a network test-
bed. The results obtained confirmed the advantage thidit tednaping brings to VolP
deployment, improving call quality on congested networks. Teal life VolP
implementation came with a combination of challendasures and successes. The main
challenge we faced was administrative. The admatise challenge was a VolP policy
instituted by UNAM'sInternet Service ProvidglSP), which denies VolP packets traversing
their network. The result was the inability to setaufully working VolP link between RU
and UNAM. Signalling was sent through but media streemodd not be activated. The main
success we achieved was establishing a stable VoIP link dretld and thd>olytechnic of
Namibia (PoN). We first established a link using IAX and laterestablished a link using
SIP.

5.2 Conclusion

With a slow yet growing trend of African countries legmlg VolP and increasing Internet
bandwidth we may see VolP steadily gaining ground in todayismunications market on an
African setting. For VoIP to be deployed and for itftimction properly on a network, the
network must be VolIP ready. It should be able to harderaffic size and requirements of
VoIP based protocols. iLanga and other full house teleplgystems like it should be
configured in such a way that they can handle multipieevand video calls. This project
successfully established a VolIP link between RU and Eb&facterised by differing network
infrastructure and Internet bandwidth capacities. Althouwghwere unable to test traffic
shaping to improve voice quality during congested periods, étveonk test-bed has reliably

proven that traffic shaping can do this.
With the success of the establishment of the VolIP letkvben RU and PoN, the next logical

step is to establish a working VolP link between RU and UNKNhe position of the ISP to

UNAM remains the same, the obvious conclusion fromwloek reported here is to use
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another ISP with an open policy to VolP for the voacel video connection needed for the

partnership between RU and UNAM that is starting next. year

5.3 FutureWork

Providing a complete communications package is advantageah®de who will use the
system. Future work:
* Implement and test live video over SIP
» Testing the capability and quality of live video on a Vahk.l It would be good to
know which video codecs are best to use on congested nstwork
* Testing video over IAX as a possible alternative to videer &IP. IAX is very good

over NAT-ed networks but it doesn’t handle video at stege
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Appendix A

Al. Cisco Router Basic Configuration

hostname TestBed
|

enable secret 5 $1$GE2.$29WG71ViwOXTx5gi/4xZv/
|

in subnet-zero

!

interface LoopbackO

description Loopback interface - testing
ip address 192.168.3.2 255.255.255.0

|

interface FastEthernet0/0

description connection to RU

ip address 192.168.1.1 255.255.255.0

bandwidth 12224

rate-limit input 12224000 1528000 1528000 conform-
action drop

rate-limit output 12224000 1528000 1528000 conform
action drop

no shutdown

|

interface FastEthernet0/1

description connection to UNAM

ip address 192.168.2.1 255.255.255.0

bandwidth 1024

rate-limit input 1024000 128000 128000 conform-act
action drop

rate-limit output 1024000 128000 128000 conform-ac
action drop

no shutdown

|

router rip

network 192.168.1.0

network 192.168.2.0

|

ip classless

ip http server

ip routing

snmp-server community public RO

|

banner motd ~"X*** VVoIP Project ***"X
|

line con O
password rhodes
login

line aux O
password rhodes
login

line vty 0 4
password rhodes
login

|

action transmit exceed-

-action transmit exceed-

ion transmit exceed-

tion transmit exceed-
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A2. Cisco Router Class Based Weighted Fair Queue Configuration

Idefine class maps

!

ip access-list extended high

permit tcp any any eq 1720

permit tcp any any eq 5060

permit udp any any range 16384 32768
|

in access-list extended medium
permit tcp any any eq ftp
permit tcp any any eq www

|

;:Iass-map high

match access-group name high
!

class-map medium

match access-group hame medium
!

Icreate policy maps

!

policy-map voip

class high

priority percent 45

!

policy-map voip
class medium
priority percent 30
I

policy-map voip
class class-default
|

lattach policies to interfaces
!
int fa0/1

service-policy output voip
!
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