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Abstract

This thesis presents the design, evaluation and comparison of evolution and reinforcement learning models with a view towards their adaptability in environments of changing stability and a specific focus on the interaction between learning and evolution in Darwinian and Lamarckian frameworks. Our ultimate objective is to determine whether hybrid models of evolution and learning can demonstrate adaptive qualities beyond those of such models when applied in isolation.

This work demonstrates the limitations of evolution, reinforcement learning and Lamarckian models in dealing with increasingly unstable environments, while noting the effective adaptive nature of a Darwinian model to assimilate increasing levels of instability. This is shown to be a result of the Darwinian evolution model’s ability to separate learning at two levels, the population’s experience of the environment over the course of many generations and the individual’s experience of the environment over the course of its lifetime. Thus, knowledge relating to the general characteristics of the environment over many generations can be maintained in the population’s genotypes with phenotype (reinforcement) learning being utilized to adapt a particular agent to the particular characteristics of its environment.

Lamarckian evolution, though, is shown to demonstrate adaptive characteristics that are highly effective in response to the stable environments. Selection and reproduction combined with reinforcement learning creates a model that has the ability to utilize useful knowledge produced by reinforcements, as opposed to random mutations, to accelerate the search process. Since learnt solutions and evolved solutions remain consistent in stable environments, the influence of individual learning on the population’s evolution is shown to be more successful when applied in the more direct, Lamarckian form.

Based on our results demonstrating the success of Lamarckian strategies in stable environments and Darwinian strategies in unstable environments, hybrid Darwinian/Lamarckian models are created with a view towards combining the advantages of both forms of evolution to provide a superior adaptive capability.

Our investigation demonstrates that such hybrid models can effectively combine the adaptive advantageous of both Darwinian and Lamarckian evolution to provide a more effective capability of adapting to a range of conditions, from stable to unstable, appropriately adjusting the degree of inheritance in response to the requirements of the environment.
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Chapter 1: Introduction

The nature of this work is an investigation of the adaptive characteristics of evolution and reinforcement learning models when applied in isolation and combined in Darwinian and Lamarckian frameworks. Eight models of evolution and learning are created with the objective of maximizing their adaptive abilities in an environment of changing stability. These models are evaluated with a view towards measuring their effectiveness and extracting their advantages and limitations in dealing with environments that become increasingly unstable.

An important objective is to investigate whether hybrid models of evolution and learning can demonstrate adaptive qualities that such models alone do not possess. How does learning interact with evolution in Darwinian and Lamarckian frameworks and in environments of differing stability and does their combination provide any special adaptive qualities?

Our goals then are to:

- Design several evolution and reinforcement learning models with a view towards maximizing their adaptive abilities in environments of increasing instability.
- Evaluate the effectiveness of the models’ response to the environment, providing an analysis of their adaptive characteristics.
- Compare the effectiveness of the models in response to various degrees of environmental stability.

This thesis, then, presents the design, evaluation and comparison of evolution and reinforcement learning models with a view towards their adaptability in environments of changing stability and a specific focus on the interaction between learning and evolution in Darwinian and Lamarckian frameworks.
1.1 Background

The following gives a general introduction to evolutionary computation and its relationship with learning, emphasizing the issues that concern us.

Prior to Darwin’s theory of evolution, the power responsible for the complex creations in our environment was beyond our understanding and our own capability to reproduce. This is a testament to the power of evolution. Evolutionary computation is the field of Computer Science devoted to studying the use of this power.

Evolution models allow us to solve problems by specifying what is to be achieved rather than how to do it. In nature the ultimate problem is existence. Complexity is shaped and grounded by that natural, ultimate “goal” of survival. Evolutionary computation works by using an ultimate goal to produce goal-satisfying mechanisms. Desired goals can be specified in terms of the criteria to be satisfied.

Evolutionary computation has been applied to a wide variety of problems, including optimization, evolving computer programs, economic models, immune system models, ecological models, social system models, learning and how individual learning and population learning (evolution) interact.

It can be argued that evolutionary computation is applicable to almost every facet of human existence based on the premise that evolution is solely responsible for most, if not all, of the complexity in our experience. Even in the case of complexity not being directly derived from evolutionary mechanisms, it could still be used as a means of reasoning regarding such complexity. For example, evolutionary computation could be used to generate theories that are compatible with pre-established empirical data (i.e., survival of the fittest theory).

In fact, it has been suggested that evolution and the scientific method of conjecture and refutations are analogous to each other [Christianni, 1995], which is inspired by the Evolutionary Epistemology of Donald Campbell and Karl Popper [Campbell, 1980; Popper, 1985]. Essentially what this means is that conjectures (new hypothesis) are equivalent to mutation, crossover, …etc producing new structures, and that refutation is equivalent to selection (or non-selection).

Evolutionary computation, then, is a technique for giving machines the ability to make their own discoveries. However, for it to be a useful problem solving technique, evolution needs to be directed.

Natural evolution is orientated towards the ultimate goal of survival. It discovers structures that are adapted to their environment. Evolutionary computation can be used to direct evolution by designing an appropriate virtual environment and/or imposing a selection (fitness) function. For example, the design of the environment includes the problem to be solved. Adaptations to the environment, then, are also solutions to the problem. A fitness function can also be used to select appropriate, important attributes of the adaptations as measures of fitness. Those adaptations that meet the criteria to the greatest extent are the fittest solutions.
However, evolution is not the only important adaptive mechanism. The other is learning. They can be related as follows: Evolution is equivalent to adaptation at the population/generation level, while learning provides individuals with the ability to adapt during their lifetime. They are similar processes taking place over different time scales in relation to different, but related feedback.

Evolution or population level learning can adapt to long-term, global statistical regularities in the environment as experienced by the population, whereas individual level learning can adapt to short-term, local statistical regularities as experienced by the individual. As a result of combining the two processes individuals can be produced with an innate, general knowledge of their world, over time and space, that can be further refined to their particular situation.

For example, if a certain object is normally always edible then evolution will take advantage of this and encode behaviour to eat that object. There is no need for the behaviour to be learnt.

However, if there are other objects in the environment that change from edible to non-edible, depending on the situation, then a learning mechanism is required to take advantage of this regularity. Thus, there is a selective pressure for such a mechanism. Those that can develop the mechanism will take advantage of the extra rewards, since such individuals can adapt to situations that innate, fixed, instinctual behaviour produced by evolution may be unable to (or at least take a long time doing so).

At a population level death is a feedback mechanism; incorrect adaptations (individuals) are removed from the population. Death, thus, alters the knowledge encoded in the population. What are needed at an individual level are feedback mechanisms to alter structures within an individual appropriate to its adaptive requirements.

Reinforcement learning is our learning method of choice as it is inherently suited to learning in feedback-impoverished environments. It possesses the ability to solve problems based on reinforcements relating to what is to be achieved rather than how to do it. This is particularly useful in environments where the correct behaviour is unknown, but it is still possible to evaluate states. This is also the case with evolution models and for this reason it can be inferred that a combination of reinforcement learning and evolution models can be utilized to produce powerful hybrids for solving the same types of problems that are normally approached using such models in isolation.

By producing hybrid models of evolution and learning it is possibly for learning to occur at two levels, a population and an individual level. This can give rise to a complementary relationship combining the advantages of each model and demonstrating adaptive qualities that either form of learning alone does not possess.

Our investigation focuses on the interaction between evolution and learning in both Darwinian and Lamarckian frameworks. Our Darwinian evolution model utilizes learning to alter the knowledge of an individual without altering the information encoded in its genes, although individual learning can indirectly affect the development of genetic knowledge as a result of the Baldwin effect [Baldwin, 1896].
Our Lamarckian evolution model allows an individual’s learnt knowledge to be
directly encoded into the genotype of its offspring.

We analyse both forms of evolution and learning with regard to environments of
changing stability and, in addition, investigate the potential of hybrid
Darwinian/Lamarckian evolution models.

1.2 Method

An environment is constructed to investigate the adaptive qualities of our evolution
and learning models. It is of an Artificial Life type, consisting of food and poison
objects. In order to provide differing degrees of stability, the relationship between an
object and its benefits to the agent are altered according to a specified frequency. That
is food becomes poison and poison becomes food after a certain duration. This allows
us to effectively test the adaptive qualities of our evolution and learning models in
environments of changing stability.

Each model is evaluated in environments that range from highly stable to highly
unstable. An overriding criteria of the evaluation is the adaptive ability of the model
to an initially stable environment that becomes increasingly unstable. Thus, an
emphasis is placed on the adaptive abilities of each model towards changes in the
stability of the environment.

Effectiveness is measured in terms of agent fitness scores, calculated according to the
amount of food they consume less the amount of poison. Agents are allowed to evolve
and/or learn over a period of 200 generations with the process being repeated 30 times
to produce statistically significant results, that is, results with sufficiently low
standard deviations. This provides a sample of a model’s effectiveness in an
environment of a particular stability. The process is then repeated to evaluate the
model’s effectiveness in environments of increasing instability.

Agents consist of a neural network, which receives and processes visual input
regarding the environment to an output action. The evolution model applies mutations
to the weights (or connection strengths) of the neural networks, altering the encoded
knowledge. Learning is achieved by a reinforcement component that can also affect
the neural network’s weights. Positive results of behaviour (i.e., locating food)
evaluate to positive reinforcement of that behaviour, and vice-versa for detrimental
results (i.e., eating poison).

Thus, the agent’s neural networks evolve under the influence of a fitness function,
while learning is directed by reinforcement feedback signals.

Our evolution and reinforcement learning models are designed and evaluated in
isolation, and then combined in the form of Darwinian, Lamarckian and hybrid
Darwinian/Lamarckian evolution models. The effectiveness and adaptive
characteristics of each model are then compared.

The following provides a general background to evolutionary computation,
reinforcement learning, neural networks and evolutionary approaches to designing
neural networks, followed by related work investigating the interaction between evolution and learning.
Section 1 - Background and Related Work

Chapter 2: Background

2.1 Evolutionary Computation

2.1.1 Description

Natural evolution is fundamentally a process of random mutations and natural selection. In order to understand Evolutionary Computation models it is necessary to understand that:

1) **Selection** is achieved through a fitness function or endogenous selective forces. The fitness function is designed to bias survival rates of solutions with regard to specified criteria. It provides ratings for individual solutions that can be used to influence their future survival. Following the example of nature, selection can also be endogenous to the environment. In this case the dynamics of the environment itself exerts a selective pressure.

2) **Solutions** exist as individuals in the environment. The **Population** consists of two or more solutions. The initial population can consist of randomised solutions or even partially complete solutions produced by other methods.

3) **Variation** in solutions is achieved through the application of operators like mutation and crossover (combining information from parent solutions to produce offspring).

4) The **Environment** is that which can influence and be influenced by the solutions.

If we think of solutions existing as points in a normally hyper-dimensional solution space, with fitness as an extra dimension, then the search operators, normally mutation, crossover and selection, allow the search points to move in the solution space.

For example, mutation will produce new search points surrounding the original solution. Those points that are fitter will have greater reproductive success, thereby moving the search in the direction that produces more optimal solutions. Obviously, though, search points run the risk of falling into local optima. When this occurs further movement in the surrounding area will result in sub-optimal solutions, even though a better or the best solution (global optimum) still exists. Thus, the search points are stuck in a sub-optimal situation. However, since there is a population of search points other areas of the solution space can be searched. With a diverse, widespread population this may result in better optimums or even the global optimum.

Much work has been done in optimising evolutionary search procedures. For example, the search processes can be given the ability to bias their mutations in a certain direction that have shown success in the past. This can be used to provide
velocity and momentum to the mutations. The bias can be included as a variable in the search processes’ definitions that, like any other variable, can be operated on by the automated operators of the evolutionary process. Thus, mutation and crossover rates can be incorporated into the evolutionary process, rather than being chosen intuitively or through tedious empirical experimentation. This provides the evolution model with the ability to self-optimize its own parameters.

2.1.2 Historical Development

Several developments in the 60’s and 70’s gave rise to what is now known as the field of Evolutionary Computation. These developments were not necessarily related and occurred in different parts of the world.

In 1963 two students at the Technical University of Berlin were faced with the engineering problem of finding the optimal shape of bodies in a flow. Inspired by the example of natural mutations in biological systems, random changes were applied to the parameters defining the shape of a body. This was the beginning of the Evolutionary Strategy [Schwefel, 1981], which can be described as a strategy that models certain aspects of natural evolution (selection and mutation) for parameter optimization problems.

A separate, but similar development, is that of Evolutionary Programming. Beginning in 1960, due to Lawrence J. Fogel, and leading to the landmark publication “Artificial Intelligence Through Simulated Evolution” by Fogel, Owens and Walsh in 1966, it was conceived to evolve finite state machines for the purpose of prediction [Fogel, Owens and Walsh, 1966]. Fogel defined predictive ability as being a prerequisite for intelligent behaviour and described how prediction machines might be evolved - that is, finite state machines that would predict symbols in strings generated from an “environment”.

Both early Evolutionary Strategies and Evolutionary Programming rely on mutation and selection as their only operators.

More accurate models of gene related evolution observed in biological systems are provided by Genetic Algorithms. Both crossover (combining information from parent structures to produce the offspring) and mutation are used as genetic operators.

There is also a clear distinction between genotype (genetic encoding of the structure) and phenotype (the resulting structure itself). The genotype is represented as a binary string with the phenotype being the resulting structure (arrays, trees, neural network…etc) after a decoding process. The earliest landmark publication in this area was John Holland’s 1975 book “Adaptation in Natural and Artificial Systems” [Holland, 1975].

Although Holland laid some neat theoretical foundations (i.e., Schema Theorem, which relates to the nature of the search process and relies on binary representations of solutions) much contemporary work takes the approach of adapting the solution representation (chromosomes) and operators to the data structures involved, thereby taking advantage of problem dependent information. This is not possible after the conversion to a problem independent solution (binary strings). Thus, instead of
transforming the problem to suit a generic genetic algorithm, the genetic algorithm is transformed to suit the problem. Such a change in perception is described in “Genetic Algorithms + Data Structures = Evolution Programs” by Zbigniew Michalewicz [Michalewicz, 1996].

Although there are many differences between the various fields of Evolutionary Computation, we can remove them and come up with a general description for an evolutionary algorithm.

Solutions are represented as individuals in an environment. They undergo changes, due to mutation and/or crossover. The environment/fitness function creates a selective pressure, which manipulates the direction of changes towards an improved solution to the problem (adaptation to the environment).

2.1.3 Applied Areas

Such algorithms have widespread applications. Some of these include the following areas: Optimization, Automatic Programming, Machine and Robot Learning, Economic Models, Immune System Models, Ecological Models, Population Genetics Models, Interactions between Evolution and Learning and Models of Social systems. Melanie Mitchell and Stephanie Forrest provide many references for the above in their paper “Genetic Algorithms and Artificial Life” [Mitchell and Forrest, 1994].

The Hitchhiker’s Guide to Evolutionary Computation lists Computer Scientists, Engineers, Roboticists, Cognitive Scientists, Physicists, Biologists, Chemists and Philosophers as researchers who are interested in Evolutionary Computation [Heitkotter and Beasly, 1998].

Even art is not outside of its domain. A paper by Sims, entitled “Artificial Evolution for Computer Graphics” [Sims, 1991], describes an application that evolves structures, images, textures and animations according to the aesthetic preferences of the user, who becomes the fitness function through his or her interaction with the application.

2.1.4 Advantages of Evolutionary Computation

Advantages outlined by David Fogel in his paper “The Advantages of Evolutionary Computation” [Fogel, 1997] include:

- Conceptual simplicity
- Broad applicability
- Outperform classic methods on real problems
- Potential to use knowledge and hybridise with other methods
- Parallelism
- Robust to dynamic changes
- Capability for self-optimization
- Ability to solve problems that have no known solutions

Also, quoting from Balakrishnan, Honavar Properties of Genetic Representations of Neural Architectures, Genetic Algorithms “…offer an attractive approach for
efficiently searching vast, complex and deceptive problem spaces” [Balakrishnan and Honavar, 1995b].

2.2 Reinforcement Learning

2.2.1 Description

Reinforcement learning is a method of gaining knowledge through trial and error interaction with a feedback-impoverished environment. That is, feedback consists of scalar values indicating degrees of correctness, rather than the answer itself (supervised learning). This form of learning is commonly applied to agents that must learn to map input states to actions in order to maximize their positive reinforcements.

The problem is that actions can have far reaching effects beyond the immediate reinforcement (if any) that they receive. How can an agent learn the effect that its current actions will have on its foreseeable future or, put differently, which actions in its past are responsible for the current reinforcement? That is, how can responsibility for delayed reinforcement be assigned to previous actions? This is the problem of temporal credit assignment.

2.2.2 TD(0)

Temporal difference learning is a method for dealing with delayed rewards. Sutton’s TD (0) algorithm [Sutton, 1988] can be used to provide state evaluations that reinforcement learning can use to find optimal policies (state-action mappings). Each time a state is visited its valuation is updated according to the immediate real reinforcement received from the environment and the expected value of the following state.

It does this by using the following update rule:

\[ V(s) = V(s) + \alpha (r + \gamma V(s+1) - V(s)) \]

where \( V(s) \) is a valuation of the previous state, \( \alpha \) is a learning rate, \( r \) is the immediate real reward provided by the environment, and \( \gamma V(s+1) \) is the estimated value of the immediately following state resulting from the previous action (discounted by \( \gamma \)).

Thus, when a state is visited its value is updated to move closer to \( r + \gamma V(s+1) \), which is a sample of the value of \( V(s) \). TD (0), therefore, looks one step ahead when adjusting state evaluations.

2.2.3 TD(\( \lambda \)) - Eligibility Traces

Sutton’s more general method TD (\( \lambda \)) [Sutton, 1998] uses the concept of an eligibility trace [Klopf, 1972]. This is a measure of the degree to which a particular state has been visited in the past, thereby giving an indication of its responsibility for the current reinforcement.
Eligibility traces decay over time according to the product of a discount parameter, $\gamma (0 \leq \gamma \leq 1)$, and a decay parameter, $\lambda (0 \leq \lambda \leq 1)$.

A state’s conventional accumulating trace can be defined by:

$$e(s)' = \begin{cases} 
\gamma \lambda (e(s)) & \text{if } s \neq s(t) \text{ (the state does not equal the current state)} \\
\gamma \lambda (e(s)) + 1 & \text{if } s = s(t) \text{ (the state is the current state)}
\end{cases}$$

where $e(s)$ is the state’s original accumulating eligibility trace, $e(s)'$ is the state’s updated accumulating eligibility trace, and $\gamma$ and $\lambda$ are discount and decay parameters.

Replacing traces, introduced by Singh and Sutton in “Reinforcement Learning with Replacing Traces” [Singh and Sutton, 1996], reset the trace to a maximum value each time the state is visited.

Replacing traces can be defined by:

$$e(s)' = \begin{cases} 
\gamma \lambda (e(s)) & \text{if } s \neq s(t) \text{ (the state does not equal the current state)} \\
1 & \text{if } s = s(t) \text{ (the state is the current state)}
\end{cases}$$

where $e(s)$ is the state’s original replacing eligibility trace, $e(s)'$ is the state’s updated replacing eligibility trace, and $\gamma$ and $\lambda$ are discount and decay parameters.

Conventional accumulating traces, therefore, implement the credit assignment heuristics of recency and frequency [Sutton 1984], whereas replacing traces only implement recency, since the eligibility trace does not accumulate values for the previous times the state was visited.

The differences are clearly shown in the following diagram (Figure 2-1).

![Figure 2-1 Accumulating and replacing eligibility traces.](image-url)
TD ($\lambda$)'s update rule is:

$$V(u) = V(u) + \alpha(r + \gamma V(s+1) - V(s))e(u)$$

where $V(u)$ is the valuation of a particular state ($u$), $\alpha$ is a learning rate, $r$ is the immediate real reward provided by the environment, $\gamma V(s+1)$ is the estimated value of the immediately following state resulting from the previous action (discounted by $\gamma$), and $e(u)$ is the eligibility trace for the state being evaluated.

This update is applied to every state ($u$) according to its eligibility, $e(u)$.

### 2.2.4 Adaptive Heuristic Critic

TD algorithms can be used in the form of a strategy called Adaptive Heuristic Critic [Barto, Sutton and Anderson, 1983] to accomplish reinforcement learning.

![Figure 2-2 Adaptive Heuristic Critic](image)

The adaptive heuristic critic in the above figure (Figure 2-2) uses a TD algorithm to provide evaluations of policies (state-action mappings) for a reinforcement learning component. Reinforcement learning modifies its policies in order to maximize the heuristic feedback regarding state evaluations as given by the critic. The adaptive heuristic critic, in turn, modifies its evaluations in response to changes in the policy of the reinforcement learning component. In this way TD provides an effective evaluation of states with regard to reinforcements received from the environment that can then be utilized by the reinforcement learning component to produce optimal state-action mappings.
In the following section we will describe how reinforcement learning can be used to train neural networks.

2.3 Neural Networks

2.3.1 Description

Neural networks consist of many simple processing units (neurons) that receive and transmit signals to other neurons via weighted connections.

The neurons sum received signals and produce an output signal depending on a neuron activation function, i.e., if the summation exceeds a certain threshold then the neuron fires. The weighted connections encode a neural network’s knowledge.

The architecture of a neural network is normally organized in layers. Single-layer networks have one layer of weighted connections separating input neurons from output neurons. Multi-layer networks can be used to solve more complicated problems. Feedforward networks process data in only one direction, from the input neurons to the output neurons. Recurrent networks can feed data back to previous layers.

Our work utilizes neural networks, as their amenability to modification makes them suitable to both evolution and reinforcement learning methods. This means that changes to their structure can be assimilated with a high degree of flexibility. Small changes in their structure normally result in small changes to their behaviour, thereby providing informative feedback as to the appropriate direction to be taken. High-level computer languages are brittle in the sense that small changes to a program’s description can result in large changes to the nature of the program’s functioning, making evolution and/or learning difficult. In such cases the solution landscape is highly rugged and, thus, difficult to navigate. Neural networks, though, provide a convenient unit of operation to investigate evolution and learning methods.

2.3.2 Neural Network Reinforcement Learning

Reinforcement learning can be used to train neural networks using single feedback values for previous input/output mappings. Positive feedback can be used to alter the network in a manner that increases the probability of an appropriate mapping occurring again and vice-versa for inappropriate mappings. Such reinforcement of input/output pairs is called associative reinforcement learning [Barto and Anandan, 1985].

Ackley and Littman [Ackley and Littman, 1990] extended the backpropagation algorithm [Rumelhart, Hinton and Williams, 1986], used to train neural networks based on desired input/output pairs, to accomplish associative reinforcement learning for multi-layer neural networks. This work demonstrated that the generalizing capabilities of neural networks could reduce learning times below those of non-generalizing associative reinforcement learning algorithms.
The algorithm they describe is called complementary reinforcement backpropagation (CRBP). It operates by using a standard backpropagation network to map an input vector \( \mathbf{i} \) to an output vector \( \mathbf{s} \). Since the units involved have sigmoid activation functions, the output vector \( \mathbf{s} \) has continuous values in the range \([0…1]\). These are interpreted as probabilities that a corresponding bit in another binary vector \( \mathbf{o} \) will have a value of 1. Vector \( \mathbf{o} \) is then evaluated by a reinforcement function. Should this evaluation be positive then the mapping of vector \( \mathbf{i} \) to vector \( \mathbf{o} \) is positively reinforced by making vector \( \mathbf{o} \) the target vector of conventional backpropagation. Vector \( \mathbf{o} \) – vector \( \mathbf{s} \) (the real valued current output) is used as the error vector. Should vector \( \mathbf{o} \) receive a negative evaluation then the vector \( \mathbf{s} \) is pushed towards the complement of vector \( \mathbf{o} \) by taking \(((1 – \mathbf{o}) – \mathbf{s})\) as the error vector. This makes the mapping of vector \( \mathbf{i} \) to vector \( \mathbf{o} \) less likely.

CRBP, then, combines a conventional supervised learning technique (backpropagation) to allow multi-layer neural networks to be trained via reinforcements. The following describes how Evolutionary Computation can be used to train neural networks.

### 2.3.3 Evolutionary Design of Neural Architectures

In nature biological neural networks evolved as powerful mechanisms of intelligence. Evolutionary computation and artificial neural networks are also highly compatible with each other. Unlike high-level computer languages that are brittle in the sense that small changes may result in radical alterations in the functioning of the program, neural networks can assimilate small changes in their structure by producing small changes in their behaviour. This has the effect of smoothing the fitness landscape in comparison to that produced by the solution space of a high-level programming language. As a result, gradients can be provided that are more informative to an evolutionary process.

Evolutionary computation can evolve both topologies and weight settings of neural networks. A common method involves specifying the connections and their strengths by a connectivity matrix. This is then concatenated into a string of values and used as a chromosomal description (genotype) of the neural network (phenotype). Refer to “Evolutionary Design of Neural Architectures” by Balakrishnan and Honavar for a preliminary taxonomy and a guide to literature on the topic [Balakrishnan and Honavar, 1995a].
An example neural network and its connectivity matrix is shown in the following diagram (Figure 2-4).

A genetic algorithm would use the chromosomes as follows:

1. An initial population of chromosomes is created.
2. They are decoded into their phenotype (neural network) representations.
3. These are evaluated by a fitness function.
4. A new population is created - parent neural networks are selected with a probability in proportion to their fitness, after which the genetic operators of mutation, crossover, inversion…etc, utilize the parent’s neural network genotypes to create offspring.
5. The process repeats itself (from 2 above) until acceptable performance levels have been reached or a predefined number of generations have elapsed.

Both supervised and reinforcement learning can be achieved using evolutionary computation. In the case of supervised learning a fitness function is used that evaluates the neural networks according to their success in minimizing the error between their behaviour and the known, desired behaviour. With reinforcement learning the fitness function evaluates the neural networks according to their success in maximizing the positive reinforcements they receive throughout their lifetime.

However, a fitness function is an evaluation of a neural network as a whole and, thus, operates at a distance to particular aspects of the network (like biological genes, they proliferate due to their statistical association with the success of the neural networks they are contained in). Individual neural network learning algorithms, though, can be more informative and target particular aspects of the neural network, thereby potentially making quicker adjustments. This does not mean that evolution or population level learning is rendered redundant. It has unique global learning
characteristics that other learning methods lack. Our work investigates the effects of combining such global and local learning processes in the context of neural network agents existing in a virtual environment.

2.4 Evolution and Learning in Virtual Environments

Much useful research combining evolution and learning investigates the adaptability of agents existing in virtual environments that are designed to provide the need for complex, adaptive behaviour. These environments are often of an artificial life type (consisting of food, poison, obstacles, predators, …etc) and are utilized by both artificial life and adaptive agent research.

Conventional neural networks have been investigated in simple environments where they map inputs to appropriate outputs with little effect on the external environment. Biological neural networks, though, display more complex behaviour. They exist in environments in which their outputs have an effect on their surroundings and, therefore, on their inputs. They must have the ability to interact with and adapt to their environment by taking advantage of the regularities they are exposed to, which includes behaving in ways so as to manipulate their own input. Thus, such neural networks must learn what effect their outputs have on their inputs in relation to the external environment. This, then, is an active relationship with an external environment that can require complex, intelligent, adaptive behaviour. This is also true of adaptive agents existing in complex environments.

Nolfi and Parisi describe some essential differences between classical neural networks and artificial life neural networks in their paper “Neural Networks in an Artificial Life Perspective” [Nolfi and Parisi, 1997]. They point out that artificial life neural networks exist in an environment, they have a body and they evolve. The fact that they evolve is not as relevant as the first two points, since evolution has been applied to conventional neural networks. The fact that they exist in an environment with which they can interact is, as in the case of adaptive agents, an important and distinguishing feature.

Related work and our own research that follows this section incorporates neural networks that are grounded in and have an active relationship with an external environment.
Chapter 3: Related Work Dealing With Learning and Evolution

3.1 Introduction

In nature the evolution of learning gave to life the ability to adapt more readily to variations in its environments and take advantage of short-term regularities that would otherwise be missed by genetic knowledge encoding mechanisms that take advantage of only long-term regularities. Simulations combining evolution and learning investigate the interaction between the two processes.

It has been shown that evolution and learning can complement each other as a result of their combined global and local search characteristics. Evolution can effectively sample large areas of a solution space, due to its global nature, identifying potential areas that can then be more adequately searched using a local learning process.

Evolution can also be used to optimize learning rate parameters, like velocity and momentum, according to the problem being solved.

Learning and evolution, though, can interact in a more complex manner with learning guiding the direction taken by an evolution process. This is known as the Baldwin effect [Baldwin, 1896] and occurs as a result of learning altering the fitness landscape of genetic solutions. It implies that should there be a cost of learning then there can exist a selective pressure to genetically predispose individual solutions with the required knowledge, since the faster an individual can acquire beneficial knowledge the fitter it is likely to be. In addition such knowledge may be difficult for a pure evolution process to discover. Learning, then, can be instrumental in initially discovering such knowledge and, as a result of selective pressure to encode the knowledge, make it easier for evolution to follow.

Learning, though, can also have the effect of obscuring genetic differences and, thus, hindering the evolution process. This is known as the Hiding effect [Mayley, 1997]. Essentially this occurs as a result of different genotypes mapping to the same or similar phenotypes (as a result of learning) with, should the cost of learning be low, equivalent fitness scores being produced. Thus, the genotypes cannot be effectively discriminated according to their fitness scores and the evolution of effective solutions is hindered.

However, certain situations require learning and evolution to be combined in order to solve problems that either alone cannot. This can be the case with highly dynamic environments where changes occur at a rate that is too fast for evolution or learning alone to effectively keep track of. In this respect Darwinian evolution and learning has been shown to be superior to Lamarckian evolution, although, the latter does have its advantages in more stable environments.

Since both methods can be superior in solving certain problems, work has been performed investigating hybrid Darwinian/Lamarckian evolution models.

The following presents these aspects of learning and evolution, and the related work dealing with them, in more detail.
### 3.2 Combining Global and Local search

Evolutionary algorithms can be used to perform a global search of a solution space, providing areas of high potential that can be further refined by the application of a local learning algorithm, thereby combining the advantages of global and local search methods.

In the context of neural networks an evolutionary algorithm can be used to globally explore the space of initial weight values, potentially aiding a proceeding neural network-learning algorithm in its local search.

Such searches can be effective due to a useful combination of global and local search characteristics. Evolutionary Computation search techniques are by nature global in character. Individuals in the population of solutions can be widely dispersed over the solution space. The individuals should only become more alike as the algorithm converges on an acceptable solution. The disadvantage of such techniques is that the local nature of the search may not be that effective. Potential solutions may be passed over, due to the coarseness of the search.

Conventional learning algorithms are local in character. The immediate neighbourhood of the current solution is effectively searched. Of course the disadvantage of such “short-sightedness” is the danger of falling into local optimums, where further movement results in worse solutions, even though better solutions are available in the solution space. This afflicts popular connectionist gradient descent type search techniques.

Such problems can be overcome by using hybrids of global and local search techniques. By maintaining a population of solutions, widely dispersed over the solution space, potential areas can be identified that can then be more effectively searched using local techniques.

A classic paper, authored by Belew, McInerney and Schraudolph [Belew, McInerney and Schraudolph, 1990], presented their results using a hybrid technique to combine a genetic algorithm with connectionist learning.

Their work involved a series of experiments combining the basic genetic algorithm with two different gradient learning techniques (conjugate gradient and backpropagation) used for training neural networks.

The genetic algorithm was used to find initial weight values from which the learning algorithms could further optimize. The results showed that these hybrids could dramatically reduce training times and find more effective solutions than the techniques applied in isolation.

Such hybrids are successful due to the genetic algorithm providing good “seeds” from which the gradient learning algorithm then continues to search. The genetic algorithm effectively samples global information, with its population of solutions dispersed over the solution space, while the gradient techniques effectively search the local neighbourhood surrounding each individual solution.
Belew, McInerney and Schraudolph concluded that:
“… the GA’s global sampling characteristics complement connectionist local search
techniques well, leading to efficient and reliable hybrids.”

3.3 Optimizing the Parameters of a Learning Algorithm

Many learning techniques have critical parameters, like learning rate and momentum,
which greatly affect the success of the search. Unfortunately, there is often no tried
and tested technique for knowing what the most effective parameters are, as they vary
according to the problem being solved. The experimenter’s experience with the
problem domain may be involved in selecting such parameters, or they may be
selected according to a process of empirical experimentation. Another approach,
though, is to apply an evolutionary algorithm to the selection of such parameters,
thereby automating an otherwise difficult, tedious task of “trial and error”.

Experiments were also conducted by Belew, McInerney and Schraudolph [Belew,
McInerney and Schraudolph, 1990] using a genetic algorithm to optimize parameters
of the backpropagation algorithm (learning rate and momentum).

The results of the experiments verified the genetic algorithm’s ability to optimize
parameters as well as producing a surprising value for the learning rate, which
differed considerably from the conventional values used for the problem being solved.
This is an example of the ability of genetic algorithms and other evolutionary
computation techniques to make discoveries in areas where conventional thought may
fail.

Evolutionary computation can search areas that may have previously been
overlooked, since it does not have to be anchored by predisposed beliefs or rigid rules
regarding the solution space, although valid problem domain knowledge can and
should be used to bound the solution space where necessary.
3.4 Learning Can Guide Evolution (The Baldwin Effect)

Should there be a cost to learning then learning can guide evolutionary development by providing a selective advantage to predisposed individuals. The more innately predisposed an individual is to acquiring the learnt knowledge, the more it can limit its cost of learning (i.e., time wasted learning the solution). Therefore, a selective pressure exists to genetically assimilate the knowledge that is initially provided by learning. This is known as the Baldwin effect.

The above figure (Figure 3-1) demonstrates the movement of genotypes due to the Baldwin effect.

Initially only three genotypes translate into phenotypes that, due to learning, increase their fitness (A). They, therefore, have a selective advantage, which results in the following generation consisting of more genotypes inheriting similar positions and, thus, producing phenotypes being more predisposed to the peak being learnt (B). This continues until ultimately the optimal positions have been assimilated by the genotypes (C).

The Baldwin effect was first simulated by Hinton and Nowlan [Hinton and Nowlan, 1987].

In their model a genetic algorithm was used to evolve a population of neural networks with different inherited learning abilities. Each neural network consisted of 20 possible connections, with each connection being in one of three states: present, absent and learnable. These are represented by a 1, 0 and ? respectively. The task was to find the correct settings (a single binary string permutation) - clearly a “needle in a haystack problem” as there is only one correct setting in $2^{20}$ possibilities.

The learning method employed was a simple random guessing of 1 or 0 for each learnable connection.
Each network, then, was represented by a string of length 20 over the alphabet \( \{0,1,?\} \). Individuals were given 1000 learning trials, with each trial consisting of random settings for the learnable connections. Fitness was measured inversely proportional to the number of trials needed to learn the correct settings. Individuals that could not find the correct settings had the lowest possible fitness. Individuals born with the correct settings would have the highest fitness. Their experiments using only evolution never discovered such an individual. However, with learning evolution was guided and successfully produced individuals with the correct settings from birth. The required knowledge was genetically encoded due to the guiding effect of learning.

Learning allows close solutions to be judged relative to the complete solution. With “needle in a haystack” problems like the one described, evolution cannot give partial feedback regarding how close a potential solution may be to the correct solution. Learning, though, has a smoothing effect on the fitness landscape allowing evolution to receive partial feedback and produce solutions it may otherwise find very difficult. This is illustrated by the following figure.

Figure 3-2 demonstrates how learning has a smoothing effect on the genotypes’ fitness landscape by providing feedback regarding the position of genotypes that are near the desired “needle in a haystack” solution. Without learning such feedback is unavailable, making it difficult for an evolution process to find the correct solution. With learning, the genotypes can be guided towards the correct solution.
3.5 Learning can Hinder Evolution (The Hiding Effect)

In contrast to the Baldwin effect, learning can hinder the genetic assimilation of knowledge as a result of the Hiding effect [Mayley, 1997].

The Hiding effect occurs when learning hides genetic differences, reducing evolution’s selective pressure. This reduction in evolution’s ability to selectively discriminate between genotypes results in its ability to move the population in genotype space being compromised. This is demonstrated by the following figure.

Figure 3-3 illustrates how one-dimensional genotypes (g) are translated into their equivalent phenotypes (p). Learning allows these phenotypes to move in phenotype space, reaching the same local fitness maximum (M). If fitness is only used as a selective measure at the end of a generation, regarding the final position of the phenotypes, then all phenotypes and their genotypes will receive the same fitness score. As a result there will be no selective pressure to move the genotypes towards producing innately fitter phenotypes. If learning did not occur, evolution would make use of the fitness differences of the innate phenotypes (p), rewarding phenotypes that are closer to the maximum and, thereby, resulting in a movement of genotypes towards this maximum. Learning, in this case, has hindered the movement of genotypes.

Since learning can both guide and hinder evolution there must be conditions that determine which effect is dominant. Mayley analysed the effect of two important variables: the cost of learning and epistasis.

His analysis showed that the degree of genetic hiding is inversely proportional to the cost of learning. This is easily explained. Should learning have high, detrimental fitness costs (i.e., the time wasted learning an effective solution), then there should be a selective pressure to genetically encode the required knowledge, producing innately fit individuals and reducing or eliminating learning times.
Should learning have low fitness costs then the ability of evolution to discriminate between genetic differences will be reduced, since different genotypes can produce the same phenotypes with little or zero fitness consequences. Thus, movement in genotype space will be compromised.

Mayley’s analysis also showed that the degree of genetic hiding is also inversely proportional to the degree of epistasis involved.

Epistasis is a measure of the extent to which the fitness contribution of a particular gene is dependent on the effects of others. Low epistasis means that the effects of genes are relatively independent. High epistasis means that the effects of genes are highly inter-dependent. An implication of this is that a high degree of epistasis will result in a rugged fitness landscape, whereas a low degree of epistasis will produce a smoother fitness landscape (Figure 3-4).

A high degree of epistasis (rugged fitness landscape) is correlated with a greater dominance of the Baldwin effect, whereas a smoother landscape (low epistasis) can result in genetic differences being more easily hidden.
Referring to Figure 3-5, learning will help the phenotypes reach their local peak (A). Those that learn the fitter peaks will give their genotypes a selective advantage, thereby moving the genotypes towards the fitter peaks, producing the Baldwin effect (B). Note that this movement can occur with evolution alone, but that learning may speed it up, since the fitter peaks may be more quickly identified. Once the phenotypes are learning the same peak the Hiding effect will take over if the cost of learning is negligible (the genotypes cluster around the peak, but there is no pressure to move towards the optimal point).

Therefore, a rugged landscape will allow the Baldwin effect to dominate, utilizing learning to guide the movement of genotypes towards fitter peaks. Once these peaks have been identified, the Hiding effect may become more prominent if learning costs are low.

However, although learning may obscure the ability of an evolution search process to navigate solution spaces, evolution and learning can be combined to provide problem solving abilities that either method alone does not possess.

### 3.6 Evolution and Learning Can Solve More Problems Than Either Alone

Littman [Littman, 1995] used a simple environment model to illustrate how evolution and learning can interact to solve problems that either method alone cannot.

The environment is based on Todd and Miller’s associative eater environment [Todd and Miller, 1991] and consists of individual agents who are born and live in a feeding patch. Their behaviour consists of choosing between substances that present themselves, which come in two forms (food and poison) and two colours (red and green). The association between colour and substance is dependent on the feeding patch while fitness is calculated as being the total amount of food consumed minus the total amount of poison consumed over a lifetime of L steps. The individuals must, therefore, maximize the amount of food they eat within their lifetime. The decision to eat or not to eat objects of a certain colour is determined by a simple neural network encoded into each individual’s genes. Thus, optimal neural networks should map the colour of a food object to an eat response.

Evolution alone can find optimal behaviour if the substance to colour mapping is kept constant. For example, if food is always green and poison always red then neural networks will evolve to map green substances to an eating action and ignore red substances. Such a network is depicted below (Figure 3-6).

![Figure 3-6 Neural network mapping of green/red objects to an eating response.](image-url)
Green substances are shown to have a positive influence on the eating neuron while red substances have a negative (inhibitory) influence.

However, if individuals are born into one of two feeding patches uniformly at random with the substance colour relationship reversed (i.e., in patch A food is green and poison red with the reverse holding for patch B) then evolution alone cannot produce individuals who are a priori adapted, since these networks are fixed from birth. A learning mechanism would be required to find optimal behaviour within the individual’s lifetime.

As previously discussed, combining learning and evolution can speed up the adaptation process. Littman alludes to this using the above model in the context of supervised and reinforcement learning. However, he also draws on Todd and Miller’s work to demonstrate how combining the two processes can result in solutions with an effectiveness that neither alone can achieve.

Todd and Miller describe a network architecture that makes use of inherited knowledge and unsupervised (hebbian) learning to achieve effective solutions where either process alone would not. In the context of the associative eater environment, consider a second input (smell) that distinguishes food (sweet smell) from poison (sour smell) in both patches, although with a probability of being misperceived (25% chance). An individual could be evolved to eat everything that smells sweet resulting in a 75% success ratio. Learning, though, could be used to associate the colour of the substance with its smell. For example, if food is green then eventually this input alone, via association, will be sufficient to elicit an eat response even though the food may be perceived to smell sour (25% of the time). The green input will override the sour smell, due to its association with the sweet smell and the eating response 75% of the time. Once the association has been learnt the individual will behave optimally (eat all green substances).

Evolution can extract the reasonably consistent smell relationship with unsupervised (associative) learning then utilizing this information to produce optimal behaviour. Either method alone would not result in an optimal adaptation.

Thus, evolution can extract useful knowledge regarding aspects of an environment that can be further utilized by learning to provide an effectiveness that either method alone cannot.
3.7 Comparing Lamarckian and Darwinian Evolution

Learning and evolution can be combined in two different frameworks, Darwinian and Lamarckian.

Lamarckian evolution is a theory of evolution that precedes Darwinism. It is the belief that knowledge learnt during an individual’s lifetime can be inherited by its offspring. Although Lamarckian evolution has not been shown to occur in nature, with regard to changes in DNA, it can be simulated for evolutionary computation purposes.

The question is, does simulated Lamarckian evolution provide improvements over simulated Darwinian evolution?

Imada and Araki explored the Lamarckian evolution of associative memory [Imada and Araki, 1996] and found that their genetic algorithm utilizing Lamarckian evolution demonstrated improvements in the number of patterns that could be stored by a Hopfield neural network as well as the rate at which these patterns could be learnt.

Bryant A. Julstrom [Julstrom, 1999] compared the effectiveness of Darwinian, Baldwinian and Lamarckian strategies in solving the 4-cycle problem, which seeks the shortest collection of disjoint 4-cycles on a set of n = 4k points. A collection of 4-cycles is encoded as a single chromosome.

Learning was used to optimize single 4-cycle permutations within a chromosome and combined with a genetic algorithm to various degrees. Julstrom implemented 7 different strategies: Darwinian, Baldwinian one, Baldwinian some, Baldwinian all, Lamarckian one, Lamarckian some, Lamarckian all.

The Baldwinian strategies use learning to optimize 4-cycles in an individual chromosome, however, the optimized 4-cycles are not used to update the chromosome. Such chromosomes, though, are evaluated according to their improved fitness. The Lamarckian strategies do update the chromosomes with the improved 4-cycles.

The Darwinian strategy is a simple genetic algorithm without learning. Baldwinian one applies learning to a single, randomly chosen 4-cycle permutation. Baldwinian some applies learning to n/25 randomly chosen 4-cycles. Baldwinian all applies learning to all the 4-cycles in a chromosome. The Lamarckian strategies are applied in the same manner, except changes to 4-cycles are updated in the chromosomes.

These seven search strategies were applied to six different instances of the 4-cycle problem. Julstrom concluded that the most aggressive Lamarckian strategy, optimising all 4-cycles in a chromosome, consistently produced the best results. The Darwinian and the weaker Lamarckian strategies produced generally equivalent performances. The Baldwinian strategies provided the poorest results, their effectiveness deteriorating with an increasing use of learning. Julstrom explains this as being due to learning misdirecting the genetic algorithm’s search (i.e., Hiding Effect). Thus, in this investigation the Baldwin effect was found to be completely
ineffective while Lamarckian evolution utilizing learning to the greatest degree produced the most effective results.

It seems natural to assume that population search methods that maintain learnt knowledge would demonstrate advantages over those that do not. However, this is not necessarily the case.


It was shown that the latter method, exploiting the Baldwin effect, can sometimes converge to the global optimum while Lamarckian evolution will converge to a local optimum. However, the Darwinian strategy was shown to be much slower for all their test cases. They also concluded that there are equivalence classes of functions that will be processed in the same way using either strategy. Thus, these results indicate that the effectiveness of either strategy depends on the nature of the problem being investigated.

Sasaki and Tokoro [Sasaki and Tokoro, 1997] investigated Darwinian and Lamarckian methods in stable and dynamic environments with regard to their ability to produce appropriate adaptive behaviour that could effectively follow the changes in an environment.

Their simulations made use of agents consisting of feed-forward neural networks that map binary patterns of 5 or 6 bits (representing two substances, food and poison) to output actions (eat or discard). They receive units of “energy” for eating food and lose an equivalent amount should they consume poison. Reinforcement learning is used to positively reinforce behaviour that results in their energy levels being increased while negatively reinforcing behaviour that results in decrements to their energy levels. At the end of each generation the agents are selected as parents with probabilities proportional to their energy levels. Thus, their final energy level is considered to be their fitness and is used by a genetic algorithm to create the following generation. Under their Darwinian strategy knowledge learnt during an agent’s lifetime is lost, while the Lamarckian strategy encodes learnt knowledge into the neural networks of offspring agents.

Thus, agents maximize their fitness by learning to discriminate between food and poison patterns via the processes of evolution and reinforcement learning, which are combined in both Darwinian and Lamarckian frameworks.

Sasaki and Tokoro confirmed that their Lamarckian strategy was far more effective than a Darwinian one in a static environment. In order to investigate dynamic environments they performed two experiments involving dynamic situations that change to a low and high degree.

The first experiment involved a situation where unknown patterns for food and poison appear and disappear over the course of generations. However, each pattern does not change between food and poison substances. That is, a pattern is consistently associated with a substance of a particular type.
The patterns are selected from a set of four patterns for both food and poison. However, only two of each are presented to the agents within any particular number of generations. Thus, individual agents only have a partial view of the environment (complete set of patterns).

Their results showed that the Darwinian agents were far more effective in correctly discriminating between the complete set of food and poison patterns by effectively integrating the partial information received over the generations. The Lamarckian agents’ nature of adapting too greedily to a particular situation by passing on their adaptations to their offspring hindered their ability to learn the complete set of patterns. Thus, the Darwinian agents demonstrated a greater ability to adapt to the general characteristics of the environment as compared to the Lamarckian agents’ nature of adapting too readily to specific situations, thereby hindering their ability to acquire general knowledge regarding the environment.

Their second experiment utilized a more dynamic environment. Here patterns representing food and poison were reversed at intervals of 50 generations. That is, food becomes poison and vice-versa.

The Lamarckian agents could not effectively adapt to such a situation, since they adapt too aggressively to eating food that ultimately becomes poison, resulting in unstable, oscillating fitness levels. The Darwinian agents, though, demonstrate an ability to adapt to such situations, producing stable fitness levels that improved over the generations.

Sasaki and Tokoro also noted that the innate abilities of the Darwinian agents, prior to learning, seemed to decrease as the generations progressed, indicating that learning ability is being favoured over innate, performance ability. This led them to conclude that the ability to perform something is not as important as the ability to learn in dynamic environments. Lamarckian evolution emphasizes the former while Darwinian evolution seems more suited to producing the latter. As a result, Darwinian evolution demonstrates a greater adaptability towards dynamic environments.

Thus, to conclude this section, it seems that Darwinian and Lamarckian strategies have different adaptive characteristics suited to different types of problems. This provides the opportunity of creating hybrids that effectively combine the advantages of both methods.
3.8 Hybrid Darwinian/Lamarckian Models

Sasaki and Tokoro extended their research of the previous section by introducing an heredity rate parameter into their evolution model [Sasaki and Tokoro, 1999]. This parameter controls the degree to which agents inherit the knowledge of their parents. As a result, the amount of Lamarckianism or Darwinism occurring in the population can be specified. Since their previous work indicated that Lamarckian methods could adapt quite quickly to particular situations while Darwinian methods indicate a greater adaptability towards dynamic environments, the heredity rate was investigated in terms of its ability to provide partial Lamarckian/Darwinian mechanisms to cope with dynamic environments while still quickly adapting towards particular situations.

The heredity rate, \( r \), was utilized as follows:

\[
W_c = W_o + r(W_l - W_o)
\]

where \( W_c \) is a new offspring chromosome’s vector of connective weights, and \( W_o \) and \( W_l \) represent the parent’s vectors of connective weights at the time of birth and at the time of reproduction (after learning).

Thus, with \( r = 0 \) individuals do not encode any learnt knowledge into their chromosomes, i.e., fully Darwinian. With \( r > 0 \) knowledge is inherited to a certain degree according to \( r \). When \( r = 1 \) the individuals are fully Lamarckian; they inherit all learnt knowledge. Individuals with \( 0 < r < 1 \) are, therefore, partially Darwinian and partially Lamarckian.

Sasaki and Tokoro confirmed that when applied to static environments the populations with higher heredity rates produced the best performances, with a full Lamarckian strategy being the most effective.

When applied to dynamic environments, of the type described in their previous work, the opposite was true. Increasing levels of Darwinism were found to be the most effective in adapting to the changes in the environment.

Thus, the results of their previous paper were validated: Lamarckian methods are highly effective in adapting to static environments, while Darwinian methods are more effective when dealing with dynamic environments.

It remains to be seen whether the use of a hybrid Darwinian/Lamarckian strategy can result in improvements over full Darwinian or Lamarckian methods.

Houck, Joines, Kay and Wilson have also investigated the benefits of partial Lamarckianism [Houck, Joines, Kay and Wilson, 1997].

Their model utilizes a heterogeneous population of Lamarckian and Darwinian individuals. For example, 50% of the population can be Lamarckian, with their genotypes being updated to incorporate learnt knowledge. This strategy was applied to seven different test problems using different percentages of Lamarckian and Darwinian individuals, from 0% Lamarckianism (i.e., a pure Darwinian strategy) to
100% Lamarckism. In addition, a pure Darwinian strategy without learning was also evaluated.

Their investigation concluded that neither the pure Darwinian nor pure Lamarckian strategy was found to be consistently effective. It was discovered that the 20% to 40% partial Lamarckian strategy was the most effective in minimizing worst case performances across the entire set of test problems.

Thus, these results suggest that using both Darwinian and Lamarckian individuals in a population can lead to improvements in searching efficiency.

This concludes our related work section. The following chapter describes the environment in which our evolution and learning models are investigated.
Section 2 - Our Work

Chapter 4: Environment, Agent Architecture and Method

4.1 Introduction

The environment and agents were designed to provide an effective means of evaluating our evolution and reinforcement learning models.

In order to achieve this, several criteria needed to be satisfied:
- The environment must require intelligent, adaptive behaviour that can be used to effectively judge the performance of our evolution and reinforcement learning models.
- It should be possible to evaluate our evolution and reinforcement learning models with regard to changes in environmental stability.
- Agents require an architecture suitable for both evolution and learning in Darwinian and Lamarckian frameworks.
- Agents should be designed so as to provide information regarding the nature of their adaptive knowledge, both innate and learnt.

The following describes our environment and agent architecture designed to satisfy the above criteria, concluded by a description of our method of investigation.

4.2 World Model

The environment consists of a population of agents interacting with food and poison objects. Agents are each given their own territory (Figure 4-1) in which they are allowed to move. They navigate their region by choosing from a set of three actions: move forward, rotate left and rotate right, each action being chosen in response to input from a 360° visual system, providing information concerning the angle and distance of objects in their territory.

![Figure 4-1 An agent’s territory.](image-url)
Initially, equal amounts of food and poison are placed in each agent’s territory. On encountering food or poison they automatically eat it. The food or poison object is then immediately replaced at a new random position that is sufficiently far away from the agent to ensure that no free-meals occur. Thus, a specified number of food and poison objects are always present in an agent’s territory. It is the objective of the evolution and learning models to produce agents that maximize their success in obtaining food objects and avoiding the poison objects.

In the case of our evolution model, eating food increases an agent’s fitness and poison decreases it. Our reinforcement learning model provides positive reinforcement for eating food and negative reinforcement for eating poison. Our Darwinian and Lamarckian models utilize both forms of feedback.

Agents are placed into the world with no initial knowledge as to what appropriate behaviour is. They, therefore, have to evolve or learn all the knowledge required to produce effective behaviour. A trace of an agent successfully making its way towards a food object is shown in the following figure (Figure 4-2).

Changes in environmental stability are achieved by alternating, at specified intervals, the relationship between an object and its fitness or reinforcement consequences (i.e., food becomes poison and vice-versa). Thus, a particular degree of stability can be specified according to a chosen frequency of fitness alternations. This allows us to evaluate and compare the ability of our models to adapt to environments of changing stability.
4.3 Agent Architecture

Agents need to perceive their environment, process what they “see” and act on it. This requires a visual system, a processing system and a repertoire of actions (Figure 4-3).

4.3.1 Visual System

An agent’s vision has a 360° range. The distance and angle to an object is calculated by a given function. Closer objects of the same type obscure those that are behind them; however objects of a different type do not obscure each other (i.e., food is visible even if it is behind poison). This is possible as the neural network processing system deals separately with each object type, by allocating a certain number of the agent’s neural network input neurons to each object type. Thus, objects of different types do not obscure each other as they use a different part of the processing system’s input. This gives the agent the most amount of information possible, given the constraints of the architecture.

It is the responsibility of the visual system to calculate the distance and angle of objects, sort objects of the same type according to their distance (removing objects that are obscured) and provide the information in an appropriate format for the neural network processing system.
4.3.2 Processing System

The processing system is a single-layer, fully connected, feed-forward neural network. This provides a suitable means of mapping an agent’s visual input regarding the two object types (green and red objects) into an output action.

The information produced by the visual system is converted into neuron activations for the input layer, with the degree of activation of a particular neuron corresponding to the seen object’s angle and distance. Each neuron is responsible for a portion of the agent’s 360° vision and is activated according to the distance of the object. The closer the object is, the greater the degree of activation.

The above figure (Figure 4-4) represents an agent’s visual input regarding green objects and its mapping to an action. A separate, but equivalent input neural network layer is used for red objects, with both layers mapping to the same action layer. Thus, a chosen action is the result of the positions of both green and red object types.

The number of input neurons determines the visual system’s resolution (9 are used in the example above, giving 40° per neuron). Which neuron is activated depends on the angle of the object (i.e., neuron 5 covers the range [0°...40°], neuron 6 covers the
range [40°…80°]…etc). The appropriate neuron is then activated according to the distance of the object.

The figure below (Figure 4-5) corresponds to the above situation and represents an agent’s neural network and its mapping of the position of the green object to the output neuron responsible for rotating the agent in an anti-clockwise direction, thereby orientating itself towards the object.

The neural network weights, that encode the agent’s behaviour, are randomly initialised with values of 1, -1 and 0 in order to provide initial sampling points for our evolution model’s search. Thus, the neural network below is an agent’s initial network prior to evolution or learning.

Since the action layer is competitive, only one action can take place at a time. Inputs are summed according to:

$$X_j = \sum_{i}^{n} W_{ji} V_i$$

where $X_j$ is the total sum of inputs received by neuron j (in the output layer),
$W_{ji}$ is the weight of the connection from neuron i (in the input layer) to neuron j (in the output layer),
n is the number of neurons in the input layer,
and $V_i$ is the activation level of neuron i (in the input layer).
Activation levels are determined by a binary sigmoid activation function (Figure 4-6):

\[ O_j = \frac{1}{1 + \exp(-\sigma X_j)} \]

where \( O_j \) is the activation level of output neuron \( j \),
\( \sigma \) is an optional steepness parameter for the slope of the sigmoid function,
\( X_j \) is the total sum of inputs received by neuron \( j \).

The activation levels \( 0 \leq O_j \leq 1 \) are interpreted stochastically as probabilities that the output neuron will take on the value 1. When \( x \) equals zero there is an equal chance of the neuron being 0 or 1 (50%). If no neurons are chosen to be active or if more than one are active then the neuron with the greatest probability of being active is chosen. If the maximum probability of activation is shared then one of these is randomly chosen.

Probabilistic activation functions are used as they can help the networks to explore different mappings that would otherwise not occur using deterministic activation functions. The extra variation is useful since it adds an element of randomness that allows the network, every now and again, to try something else. This is related to the concepts of local and global optima, as well as the issue of exploration versus exploitation found in the reinforcement literature. The randomness allows the network to move out of local optima (exploiting sub-optimal solutions) and explore other possibilities that may result in better solutions.

Richer possibilities for behaviour can also be encoded. A deterministic mapping will always result in the same response, given the same input. A probabilistic mapping allows the agents to respond to a particular input with actions that have different probabilities of occurring. For example, an agent’s response to a particular orientation towards food may be to move forward 75% of the time and rotate to its right 25% of the time. A situation like this could occur with the food activating the agent’s input neuron responsible for its 0° to 40° region. Since there is only one neuron (neuron 5) responsible for this region, the agent cannot refine its orientation to any greater level.
of detail. It would be appropriate not always to move forward, but also to assign a certain probability of rotating to its right.

The connection weights are limited to maximum and minimum values so as to constrain the search space to an acceptable size. We use a maximum of 10 and a minimum of −10 for all our simulations. Thus, our evolution and reinforcement learning models search the same solution space.

In the case of our Darwinian agents, learnt changes to weights are lost, and inherited weight values are used to produce offspring. This provides a separation of learning at a genetic and individual learning level. Our Lamarckian agents inherit the learnt knowledge of their parents.

The weight settings are used to provide information regarding the adaptive nature of the genetic and learnt knowledge produced by our evolution and reinforcement learning methods. Since we are using single-layer, feed-forward neural networks, this information can be easily extracted.

This, then, is the basic neural network setup that each agent is given. More information regarding extensions to the architecture, necessary for our evolution and reinforcement learning models, will be given in the appropriate sections.

4.3.3 Action System

Each agent has three output neurons that map to one of three actions: move forward, rotate right and rotate left. The agents construct their behavioural routines using these fundamental actions as primitives.

Eating automatically occurs when the agent comes into contact with food or poison objects.

4.4 Simulation Constants

The following simulation constants are used for all experiments:

- Population size = 25
- Agent lifetime = 500 cycles
- Duration = 200 generations per trial
- Trials = 30
- Number of food and poison objects in the agent’s territory at any time = 1
4.5 Method

The three important objectives of our research are:

- To design several evolution and reinforcement learning models with a view towards maximizing their effectiveness in an initially stable environment that becomes increasingly unstable.
- To evaluate the adaptive nature of such models in response to environments of changing stability.
- To compare the performance of our models in response to various degrees of environmental stability.

The following describes our approach towards achieving these objectives.

4.5.1 Design

Our design objective is to maximize the effectiveness of our evolution and reinforcement learning models in stable environments, but with a view towards also maintaining adaptability to changes in such environments. To achieve this objective we utilize a stable environment to provide feedback regarding important design considerations. That is, mechanisms and parameters are evaluated with regard to their performance in the stable environment. We accept, though, that different mechanisms and parameters may be more suited to particular levels of stability. Thus, mechanisms are considered that can automatically adjust important parameters according to the environment’s degree of stability, thereby providing a potentially greater adaptability towards changes in environmental stability.

4.5.2 Evaluation

The performance and adaptive nature of our models is evaluated in environments that range from stable to unstable.

The stability of our environments is determined by the frequency of food/poison fitness alternations. These range from completely stable (no alternations) to highly unstable (every generation).

Three measures of performance are used: two measures with regard to the maximum average fitness levels produced by the agents and a third measuring the sum (area) of the average fitness levels over the course of the simulation.

In addition to these measures, the knowledge produced by our models (neural network weights) is used to provide insights into their adaptive nature.

4.5.3 Comparison

Finally, we compare the performances and adaptive nature of our evolution and reinforcement learning models.
Chapter 5: Design and Evaluation of an Evolution Model

5.1 Introduction

This chapter will present the design and evaluation of our evolution model.

Our evolution model is designed to produce effective, adaptive behaviour in agents whose objective it is to consume food and avoid poison in a virtual environment. It is evaluated in terms of its performance in the environment demonstrating stable characteristics and in terms of its response to increasing levels of instability.

The environment poses an adaptive problem that allows us to demonstrate how our simulated evolution model can produce complex, adaptive behaviour utilizing limited feedback as to what the appropriate behaviour is. The feedback in this situation is an increase in an agent’s fitness if food is consumed and a decrease in the case of poison. This is the only feedback provided to create agents that can navigate towards food and avoid poison. It is up to our evolution model to utilize the fitness scores in order to evolve effective agents.

Equivalent feedback is provided for our reinforcement learning model and our combined evolution and reinforcement learning models.

In our example problem behaviour is realised as a result of the knowledge that is encoded into each agent’s neural network. The encoded knowledge provides mappings from input states (the agent’s perception of the environment) to output actions (our agents can choose from moving forward, rotating left or rotating right). The agents are autonomous, that is, their behaviour is a sole result of their neural network mappings and they have no a priori knowledge regarding how to survive in their environment. The knowledge that will produce effective behaviour must be completely evolved.

In order to evaluate the performance of our evolution model, its effectiveness is observed in response to increasing levels of environmental instability. This is achieved by alternating the roles of food and poison objects with an increasing frequency according to the required degree of instability. Thus, the adaptability of the model can be effectively evaluated with regard to increasing levels of instability.

Our objectives, then, are to:

- Design an evolution model with a view towards maximizing its ability to produce adaptive agents in an initially stable environment that becomes increasingly unstable.
- Evaluate the effectiveness and adaptive nature of the model with regard to its performance in the stable environment and in terms of its response to increasing levels of instability.
In nature the ultimate, implicit goal is survival. All other instrumental or approximate goals are derived from this ultimate goal. In simulating evolution we can attach our desired goals to the survival probabilities of the units being operated on. In this way their implicit goal of survival (imposed upon them as a result of selection) and our desired goals are correlated. The degree to which they achieve our goals is proportional to the degree to which they survive. Our goals become their instrumental goals to be achieved as a means towards maximizing their fitness and, thus, their survival.

Simulating evolution requires modelling certain essential qualities of natural evolution. The two fundamental components are selection and variation. Selection for reproduction has the effect of amplifying good solutions while culling bad ones. Variation has the ability to create new solutions by altering old ones, thereby searching new areas in the solution space. Variation can be achieved as a result of processes like crossover or mutation. Crossover is the process of combining aspects of solutions to create new ones, whereas mutation is the process of changing a previous parent solution by a small, random degree to produce new offspring solutions.

Simulated evolution algorithms utilizing selection and variation generally proceed as follows:

//initialise a random population of individuals
t=0;
Initialise P (t);

Repeat
//evaluate the fitness of the individuals in the population
Evaluate P (t);
//select parents based on their fitness scores
Parents=Select Parents from P (t);
//create a new population by reproducing the parents using crossover and mutation to
//provide variation
P (t+1)′ = crossover Parents
P (t+1) = mutate P (t+1)′
//increment the generation counter
t=t+1;
Until termination criteria has been satisfied
5.2.1 Simulating Selection

Simulating selection requires that our agents have a fitness assigned to them. This is a measure of their ability to achieve our goals. To achieve this evaluation a fitness function needs to be created.

5.2.1.1 The Fitness Function

The fitness function needs to measure the performance of a solution (our agents) relative to the goals that are to be achieved.

In the example problem our goal is to create agents that maximize their fitness by consuming as many food objects as possible while avoiding poison objects. This is accomplished by assigning a positive fitness consequence to food objects and a negative fitness consequence to poison objects. The resulting fitness of the agent is then determined using a simple fitness function that sums the amount of food eaten less the amount of poison. Thus, our goal for the agents to eat food and avoid poison has been directly correlated with their survival chances.

This is the fitness function:

\[ \text{Fitness} = x.f + y.p \]

where \( x \) is the amount of food eaten, \( f \) is the fitness consequence for eating food, \( y \) is the amount of poison eaten, \( p \) is the fitness consequence for eating poison.

Note the simplicity of the fitness function, describing our goal, while considering the potentially complex behaviour that may be required in the virtual environment to achieve this goal. A more complex fitness function could be used to provide more feedback regarding the agent’s behaviour, however, the above fitness function demonstrates that a goal can be simply described even though it may require complex behaviour to achieve it.

Also, note that some aspects of a desired solution, such as reaching the food in the shortest amount of time, will be implicitly encoded in the fitness function, since minimizing the time taken will maximize the amount of food that can be eaten. There is no need to explicitly use time taken or distance travelled as parameters for the fitness function. Both of these will be naturally minimized, due to competition.

The agents accrue fitness over a fixed time period, one generation. An agent’s fitness is only used after a complete generation has passed. It is then up to a selection mechanism to use the fitness scores to produce a new population.

5.2.1.2 Probabilistic Selection

The generation of a new population is influenced by Holland’s suggestion that parents should produce offspring according to probabilities that are in proportion to their relative fitness [Holland, 1975]. This insight has been reinforced by Galar [Galar, 1985] who suggested that emphasizing less-fit individuals in an evolutionary simulation can be beneficial in escaping evolutionary traps. A probabilistic selection
mechanism gives less-fit individuals, who may be searching other promising areas of
the solution space, an opportunity of continuing their search, rather than prematurely
concentrating the search on a particular area.

5.2.1.2.1 Roulette Wheel Selection

Probabilistic selection can be accomplished using roulette wheel selection [Holland,
1975] – space is allocated on a “roulette wheel” in proportion to the agent’s fitness.

The problem with roulette wheel selection is that it depends on positive fitness values.
We solve this problem by first shifting all the fitness values into a positive range,
keeping their relative relationship, and then adding up their values to give a total.
Their share of the total determines their probability of reproduction.

Each agent’s fitness is adjusted as follows:

\[ F_A = F - F_M \]

where \( F_A \) is the agent’s adjusted fitness, \( F \) is the agent’s original fitness, and \( F_M \) is the
fitness of the worst agent in a generation.

Their probability of reproduction then becomes:

\[ R_p = \frac{F_A}{\sum F_{A_i}} \]

where \( R_p \) is the agent’s probability of reproduction, \( F_A \) is the agent’s adjusted fitness,
and \( n \) is the size of the population.

For example, four agents with the fitness values: -5, -2, 4, and 8 would have them
shifted to become: 0, 3, 9 and 13. This gives a total of 25 and, therefore, probabilities
of: 0%, 12%, 36% and 52%.

![Figure 5-1 Roulette wheel selection – three individuals have been allocated
space on the wheel in proportion to their fitness.](image-url)
As each agent is evaluated its chance of reproducing is determined by the space given to it on the roulette wheel (Figure 5-1). In our model, reproduction is a process of copying and then possibly mutating the original parent to produce a new offspring individual.

All individuals are evaluated and the process repeated until a new population has been produced.

5.2.1.2.2 Barometer Selection

We created a second selection mechanism to place a greater emphasis on fitter individuals. The agent’s probability of reproduction was altered to become:

\[ R_p = \frac{F_A}{F_R} \]

where \( R_p \) is the agent’s probability of reproduction, \( F_A \) is the agent’s adjusted fitness, and \( F_R \) is the range in which fitness values exist.

The figure below (Figure 5-2) represents the strategy for the fitness values of: -5, -2, 4 and 8.

An agent’s probability of reproduction is then determined by its position on the fitness barometer. Individuals reaching the maximum fitness are guaranteed a place in the following generation, since their probability of reproduction equals 1. Individuals with the minimum fitness cannot contribute to the new population, since their probability of reproduction equals 0.

Using the described example, the individual with the highest fitness of 8 will be guaranteed to reproduce each time it is evaluated (100% chance of reproduction). On the other hand, the roulette wheel selection method will give the fittest individual the
highest probability (52%) of producing offspring each time it is evaluated for reproduction; however, this does not guarantee that it will produce offspring. In addition, since the individuals may be evaluated several times for reproduction the effect will be amplified. The fittest individual under a barometer selection method will always produce offspring each time it is evaluated, since the old population is repeatedly evaluated until a new population has been produced.

Thus, using the barometer style selection method there is a greater emphasis on reproducing fitter individuals while still giving less fit individuals the opportunity of reproducing.

5.2.1.3 Elitist Selection

A problem with probabilistic selection is that the fittest individuals could be lost as a result of not being selected for reproduction or due to the genetic operators (mutation, crossover…etc) changing the previous solution with detrimental results. The barometer style selection method is only vulnerable to the second case, since the fittest individuals are always chosen for reproduction.

In order to ensure that the fittest individual in a generation survives without changes into the next generation, we employ an elitist type strategy [Grefenstette, 1986] together with our barometer and roulette selection methods. This guarantees that the fittest individual will be reproduced (without changes) into the following generation. However, its fitness will be reset and it must compete for survival like any other agent (i.e., it is only as good as its last performance). This is to ensure that an individual does not gain a lasting hold on the elitist position due to favourable environmental circumstances, as compared to skilled behaviour.

5.2.2 Simulating Variation

In order to provide the necessary variation required of our evolution model we utilize a mutation operator. This allows new solutions to be created from old ones by mutating (randomly altering) aspects of their definition. Thus, it is a random process. However, when combined with selection it has the effect of moving the solutions towards areas of greater fitness.

5.2.2.1 Simulating Mutation

Mutation simply involves changing a solution by a random amount proportional to a mutation rate, normally small. For example, a binary string 111111 may produce the offspring binary string 111101.

Mutating the population, then, involves selecting individuals and then altering, by small random amounts, aspects of their definition. This has the effect of moving those individuals in the solution space. The new individual will then provide feedback regarding its position in the solution space, in the form of its fitness. These feedback/fitness values of the population’s individuals will be used by selection to create the next population and the process repeated. Thus, selection of the fittest and variation through mutation drives our population’s search.
5.2.2.1 Procedure

The probability of an individual agent being chosen for mutation and the degree to which it is mutated depend on two parameters: a population mutation rate and an individual mutation rate. The population mutation rate is a parameter that determines the degree of mutation that occurs in the population. The individual mutation rate determines the degree to which an agent will be mutated if selected for mutation. It can be a parameter to the system or it can be included in the agent’s description (see a following section on self-optimization). Thus, selection for mutation occurs at two levels. Firstly, an agent is selected for mutation with a probability determined by the population mutation rate and then, secondly, aspects of the agent’s definition are selected for mutation with a probability determined by the individual mutation rate.

Using our evolution model two attributes of an agent are available for mutation, its neural network and in the case of self-optimization, its own mutation rate.

5.2.2.1.1 Mutating an Agent’s Neural Network

The knowledge that produces our agent’s behaviour is encoded in its neural network weights or connection strengths between the modelled neurons. Thus, in order to alter our agent’s behaviour we need to mutate its neural network connections.

Connections are chosen for mutation with a probability determined by the individual mutation rate. Should a connection be chosen it is mutated by altering its weight by a small random value.

The following diagram (Figure 5-3) demonstrates the mutation of two connections.

\[ \text{Figure 5-3 A simple neural network is mutated by randomly selecting and changing two of its connection weights.} \]

The above neural network in Figure 5-3 has been mutated by having its third and fourth connections mutated by 1 and –1, respectively.
5.2.2.1.2 Mutate Once vs. Repeated Mutations

We have investigated two methods of selecting individuals and their neural network connections for mutation.
- Individuals and their neural network connections can be selected more than once for mutation. That is, after each mutation they can be selected for further mutations until the new population has been mutated to the degree determined by the mutation rates and is ready for evaluation.
- Individuals and their neural network connections are made unavailable for selection once they have been mutated. Further mutations must be applied to neural network connections and individuals who have not previously been mutated.

The possibility of repeated mutations could have the effect of mutating an individual within a larger range, since it may be mutated more than once, whereas the degree of mutation experienced by an individual that can only be mutated once will be more consistent. Its range of mutation will be more directly related to the individual mutation rate. This results in the required degree of mutation being more uniformly spread throughout the population.

Thus, the characteristics and possible advantages of repeated mutations are:
- Greater variation in the degree of mutation an individual may experience. This may help the search jump out of sub-optimal solutions, i.e., where a large movement is required to get to a better position.

The characteristics and possible advantages of mutating once are:
- The possible range in which an individual can mutate will be smaller. This could be beneficial for fine-tuning, where small changes and greater stability are required. The degree of mutation, as determined by the mutation rates, will also be more consistently spread throughout the population. This could be beneficial in that more individuals will be changed through the mutations, rather than a few being mutated to a larger degree. As a result a greater number of new points in the solution space will be searched.

5.2.2.1.3 Choosing and Adjusting Mutation Rates

The choice of mutation rates can have a large impact on the effectiveness of an evolutionary algorithm. No single setting is appropriate for all problems, since the effectiveness of a particular mutation rate will vary according to the characteristics of the problem’s solution space. For example, a rugged solution surface will require a different mutation rate to that of a smooth solution surface in order to effectively find optimum solutions. Should the solution surface be rugged, a small mutation rate is more likely to get the search process stuck in a local optimum. A larger mutation rate can, in such cases, provide the search process with the ability to jump out of local optimums. However, once a good optimum is being searched a large mutation rate may hinder the search process’s ability to fine-tune the solution. That is, it may overshoot the mark. In this situation a smaller mutation rate would be more beneficial. Thus, the stage of the search process and the specific characteristics of the problem’s
solution surface can have a big impact on the effectiveness of a particular mutation rate.

No useful theory has been developed in the field of evolutionary computation to guide the experimenter’s selection of mutation rates. Often the choice is left to the experimenter’s intuition or empirical experience in the problem domain.

Three methods of choosing and adjusting mutation rates are:

- Empirical testing
- Altering the rate as a function of time
- Self-optimization

5.2.2.1.3.1 Empirical Testing

It may sometimes be necessary to resort to empirical experimentation with various mutation rates - if not to find the optimal, then at least to obtain feedback as to the performance levels that can be expected and used as benchmarks to compare with other methods of setting mutation rates. This is the method we employed to compare our selection and variation methods as well as providing a benchmark for an evaluation of our self-optimizing method, where the evolution model optimizes its own mutation rate parameters (see appendices A, B and C for complete data regarding the performance of our selection, variation and self-optimization methods).

5.2.2.1.3.2 Altering Mutation Rates as a Function of Time

Some strategies advocate starting with a large mutation rate and decreasing it as a function of the simulation time. The initially high mutation rate ensures that large areas of the solution space can be quickly sampled. As the mutation rate decreases and the population converges towards an optimum, the ability of the search to fine-tune is improved.

Michalewicz [Michalewicz, 1996] presents such a non-uniform mutation operator that depends on the amount of simulation time that has elapsed.

It is defined as follows: for a parent chromosome \( X = (x_1, \ldots, x_n) \), if the element \( x_k \) is selected for mutation then the result is \( X' = (x_1, \ldots, x'_k, \ldots, x_n) \), where

\[
x'_k = \begin{cases} 
  x_k + \Delta(t, u_k - x_k) & \text{if a random digit is 0} \\
  x_k - \Delta(t, x_k - l_k) & \text{if a random digit is 1}
\end{cases}
\]

where the domain of \( x_k \) is \([l_k, u_k]\) and the function \( \Delta(t, y) \) returns a value in the range \([0, y]\) such that the probability of \( \Delta(t, y) \) being close to 0 increases as \( t \) increases. Thus, smaller changes occur as the simulation progresses.
The function $\Delta(t,y)$ used by Michalewicz makes use of the maximum generation number, i.e., the length of the simulation, to produce the random numbers. As $t$ approaches this value, the random numbers that are generated by $\Delta(t,y)$ have a greater probability of being near 0. The operator is non-uniform as initially the solution space is uniformly searched, similar to conventional mutation. However, as time progresses the search becomes progressively more locally focused due to the increasingly non-uniform nature of the random numbers (increasingly biased towards 0).

This is also similar to the process advocated in simulated annealing. Neural network Boltzman machines make use of simulated annealing to provide a degree of decreasing randomness to the optimization process. The randomness provides the process with the chance to escape from local optima. As it is decreased the process can be fine-tuned.

Problems with such techniques occur when it is not known beforehand how long the training period should be or how many generations are required to evolve an optimal solution, i.e., how quickly the learning or mutation rates should be reduced.

It may also not be appropriate to consistently decrease the learning or mutation rates. Periods requiring higher rates could follow stages utilizing lower rates, depending on the terrain of the solution space that is being covered.

Lastly, situations may occur where continuous learning or evolution is required to adapt to new situations, i.e., the terrain of the solution space may change. There could be no clearly defined training period, as the situation being trained for would change.

A better form of online adjustment is required. A method is needed that can take advantage of current feedback regarding the particular stage that the search process may be in, and set the mutation rate appropriately.

5.2.2.1.3.3 Self-optimization

An approach of simulating evolution known as evolution strategies was the first to incorporate the idea of self-optimization, which is the ability of the algorithm to optimize its own parameters. Instead of a global mutation parameter, the individuals in the population include their probability of mutation as a component of their own description. The individual’s mutation rate can then be optimized by the evolution strategy just like any other attribute defining the solution.

Evolution strategies describe an individual as a vector pair $(\mathbf{x}, \sigma)$, where $\mathbf{x}$ is a vector of $n$ dimensions describing the position in the solution space that defines the solution and $\sigma$ is a vector of variances that correspond to each dimension of $\mathbf{x}$ and is used to mutate the solution.
A solution can then be mutated according to:

\[ x'_i = x_i + N(0, \sigma_i) \]

where \( i = 1, \ldots, n \) and \( N(0, \sigma) \) represents a Gaussian random variable with a mean of 0 and standard deviation \( \sigma \).

The vector of variances used for mutating \( x \) can itself be mutated according to:

\[ \sigma_i = \sigma_i \cdot \exp(N(0, \Delta\sigma)) \]

where \( \Delta\sigma \) is a parameter of the method.

Thus, individuals contain the degree to which they are mutated (the vector of variances) as an aspect of their definition. As a result, their degree of mutation is also available for selection by the evolution strategy.

### 5.2.2.1.3.3.1 Self-optimizing our Agent’s Mutation Rate

Our agents’ individual mutation rates are made available for optimization by incorporating it into their definitions. The same cannot be done to the population mutation rate as it concerns the population as a whole, which is not a unit of selection. Thus, the population mutation rate must be manually set.

The individual mutation rate, though, concerns only the individual agent, which is a unit of selection. By making the individual mutation rate a part of the agent’s description, it becomes visible to selection and, thus, optimization. Although the agent as a whole is selected, its fitness is in part dependent on its mutation rate. Beneficial mutation rates will help agents maximize their survival chances, thus those agents that have the appropriate rates will come to dominate the population.

Should an agent be selected for mutation, according to the population mutation rate, then the change in our agent’s individual mutation rate is determined according to:

\[
\Delta \text{mutation rate} = \begin{cases} 
  x & \text{if a random digit is 0} \\
  0 & \text{if the random digit is 1} \\
  -x & \text{if the random digit is 2}
\end{cases}
\]

where \( x \) is a small, constant value.

Values for \( x \) of 0.025, 0.05, 0.075 and 0.1 were examined, with the best results produced using 0.05 (see appendix B for details).
5.2.1.3.3.1.1 Optimization Starting With an Initially High Mutation Rate

As was previously suggested in section 5.2.2.1.3.2 some methods advocate starting with a high mutation rate and decreasing it over time. This provides the search with the initial ability to quickly sample large areas of the search space and then gradually move towards fine-tuning the search. We applied this strategy to our optimization technique (the results of the previous section utilized an initial midpoint mutation rate of 0.5). Experiments were also conducted using initial starting rates of 0.1 and 1 as well as randomising all the agent’s mutation rates in the initial population between 0.1 and 1. These experiments confirmed the benefits of optimization starting with an initially high mutation rate (a rate of 0.5 giving the best results). The complete data for these results is provided in appendix C. The following graph (Figure 5-4) represents the progression of the fittest and average individual’s mutation rate as it optimizes starting from an initial mutation rate of 0.5 for all individuals and a population mutation rate of 1.

![Figure 5-4 Self-optimization of the individual’s mutation rate starting from an initial rate of 0.5.](image)

Clearly this graph shows that there is a directed progression towards a smaller mutation rate (0.1589 being the last recorded average individual’s mutation rate) as the simulation proceeds. This indicates the ability of the model to move the individual’s mutation rate towards more optimal values. As previously mentioned, experiments starting with small mutation rates of 0.1 did not produce superior results, thereby indicating that the higher initial mutation rate does indeed allow the search to quickly sample large areas of the search space with optimization fine-tuning the search as the simulation progresses.

It may be possible to choose a fixed mutation rate that will produce better results, although not by much, as our exhaustive empirical experimentation revealed. However, self-optimization can remove the tedious time consuming effort of empirical experimentation and, more importantly, provides a greater degree of adaptation towards changes in the environment, since self-optimization is not biased...
towards a particular environment as our empirical experiments to find a fixed mutation rate were. This is important to consider when dynamic environments are being dealt with. The results from experiments that provide a comparison between a fixed mutation rate and a rate that is allowed to self-optimize in an environment of changing stability will be presented in a following section providing an evaluation of our model’s performance in such environments.

5.2.2.1.4 Why Two Mutation Parameters?

Conventional systems use one mutation rate to determine the degree of mutation that should occur in the population. For example, a classical genetic algorithm, representing individuals as bit strings, could assign an equal probability of mutation to each bit. This would be the mutation rate.

Such a mutation rate, then, is evenly spread over all the units of mutation (the bits) in the population. Thus, all the individuals in the population will experience the same probability of mutation, given that they are composed of the same number of bits. Our system for evolving agent neural networks makes use of two mutation rates: a population level mutation rate and an individual level mutation rate. This allows us to specify an agent’s probability of being chosen for mutation and if chosen its degree of mutation. Or more specifically it allows us to specify the degree of mutation that will occur in the population as well as the degree of mutation that will occur in the chosen individuals. This gives us more control over the nature of the mutations that the population will experience. We can create situations where all the individuals will definitely mutate, but only to a small degree or we can design the simulation such that only a few individuals will mutate, but when they do it will be to a large degree. Thus, we can create the effect of concentrating mutations in some individuals while leaving others untouched.

The benefits can be related to the concept of elitist selection. Elitist selection is a method to ensure that the fittest individual in a population of solutions is not lost due to changes like crossover or mutations. The fittest individual in a generation is compared to the fittest individual yet found. If it is superior then it becomes the elite individual and is kept until a fitter individual is found.

Our approach does make use of an elitist type selection method to reduce the possibility of an effective individual being adversely affected by mutations. However, this is only applied to a single individual, the individual with the highest fitness in a single generation.

A better mechanism may be required to ensure that useful knowledge, encoded in the form of the fitter individuals, is not lost.

Using two mutation parameters can provide such a mechanism. The population mutation rate can be used to ensure that only a certain percentage of the new population, produced from the fitter individuals of the previous generation, is available for mutation. The remaining percentage is left unaltered. For example, a population mutation rate of 0.5 will result in 50% of the population being mutated and the other 50% being left unaltered. Thus, a new population, that has been created
through selection of the fittest individuals from the previous generation, will have 50% of its individuals changed, to a degree determined by the individual mutation rate, and 50% guaranteed to stay the same. The result is less risk that knowledge will be lost due to adverse mutations. This can be related to the concepts of exploration versus exploitation associated with reinforcement learning. An agent seeking to maximize its positive reinforcement needs to find the optimal balance between searching for new ways to improve its abilities and exploiting previous solutions already found. If it focuses on exploiting a particular solution then it runs the risk of missing potentially better solutions that may exist. If it focuses on always searching for new solutions then it may forgo the benefits to be gained from exploiting solutions already found.

By providing an extra mutation parameter we allow a percentage of the population to exploit their position and we force another percentage to explore the solution space. In addition, ensuring that a certain percentage of the population is left unaltered allows us to take greater risks with the percentage of the population being used for exploration. This means that we have a greater degree of freedom in selecting individual mutation rates. Mutating individuals by large amounts can be done with more safety and potentially greater rewards than that which would occur using the conventional single mutation parameter. Our results reinforce this conclusion by indicating that distributing mutations evenly amongst all the individuals in the population (i.e., using a population mutation rate of 1) is not as useful as mutating a percentage of the population and leaving another percentage unaltered. Our results for the selection and variation methods as well as self-optimization consistently indicate that more effective performances are often given by a population mutation rate that is high, but less than 1. To emphasize this fact we draw attention to the data produced by our barometer selection method with single mutations presented in appendix A and the same strategy utilizing self-optimization, with the effective starting mutation rate of 0.5 and different degrees of change, presented in appendix B. As will be later shown, these results were produced from our most successful combination of strategies and indicate that the most effective performances are produced using a population mutation rate between 0.5 and 1. As a result of this data a population mutation rate of 0.8 is chosen for all further experiments.
5.2.3 Performance Comparison of Our Selection and Variation Methods

Experiments were conducted using our two selection methods combined with our two variation methods over a range of population and individual mutation rates that contained the most effective results (see appendix A for complete data).

Three measures of effectiveness were used.
- Maximum average fitness – the maximum average fitness reached in a generation by all the agents in the population for the results averaged over 30 trials.
- Averaged maximum average fitness - the average of the maximum average fitness levels reached by the agents in each trial over 200 generations.
- Average fitness area - the area of the average fitness scores over 200 generations and averaged over 30 trials.

Average fitness scores are preferred since there is a greater degree of variation involved with the maximum fitness scores that are produced by single agents in a generation, as a single agent’s performance may be largely influenced by the environment it finds itself in. Using the average of all the agents’ fitness scores reduces the influence of any unusual environmental circumstances on the performance measure.

The following are the best results produced by individual samples for our selection and variation methods (Figure 5-5).

<table>
<thead>
<tr>
<th>Selection Method</th>
<th>Maximum average fitness</th>
<th>Averaged maximum average fitness reached</th>
<th>Average fitness area</th>
</tr>
</thead>
<tbody>
<tr>
<td>Barometer – mutate once</td>
<td>9.51</td>
<td>10.8</td>
<td>1376</td>
</tr>
<tr>
<td>Barometer – repeated mutations</td>
<td>9.32</td>
<td>10.69</td>
<td>1331</td>
</tr>
<tr>
<td>Roulette – mutate once</td>
<td>8.91</td>
<td>10.21</td>
<td>1249</td>
</tr>
<tr>
<td>Roulette – repeated mutations</td>
<td>8.81</td>
<td>10.29</td>
<td>1237</td>
</tr>
</tbody>
</table>

The barometer selection method produced superior results using both variation methods than those of the roulette selection method. Single mutations produced superior results using both selection methods, except for one case, the roulette selection method and repeated mutations produced a slightly better score of 10.29 for the average maximum average fitness reached than the 10.21 produced by the same selection method using single mutations.

The following are the average results produced by all samples taken for our selection and variation methods (Figure 5-6).
The conclusions that can be reached from these results are consistent with those derived from the previous results.

The barometer selection method once again produced superior results using both variation methods than those produce by the roulette selection method. These results, though, indicate that single mutations are superior to repeated mutations for all three performance measures, since single mutations produced superior results, for all measures, using both selection methods to those of repeated mutations.

Thus, we are led to the conclusion that the barometer selection method is superior to roulette selection and single mutations are superior to repeated mutations, at least for our example environment. Therefore, the barometer selection method with single mutations will be used for all further experiments.

These results can be explained as being due to the barometer selection methods placing a greater emphasis on fitter individuals, the fittest individuals being guaranteed to reproduce, with the individuals at the bottom of the fitness barometer having no chance. This is not the case with the roulette selection method where the fittest have the highest, but never a certain chance of reproducing, since even though they may be the fittest they can never have all the space on the roulette wheel. This does not necessarily imply that a barometer style selection method will always be better than a roulette selection method, since different solution space characteristics could produce different results. It may be beneficial to provide unfit individuals with a greater chance of reproducing in order to maintain a greater degree of variation amongst the solutions. However, for our purposes the barometer selection method was shown to be the most effective in the given environment and is, therefore, the method of choice.

<table>
<thead>
<tr>
<th>Selection Method</th>
<th>Maximum average fitness</th>
<th>Averaged maximum average fitness reached</th>
<th>Average fitness area</th>
</tr>
</thead>
<tbody>
<tr>
<td>Barometer – mutate once</td>
<td>8.45</td>
<td>9.78</td>
<td>1173</td>
</tr>
<tr>
<td>Barometer – repeated mutations</td>
<td>8.37</td>
<td>9.65</td>
<td>1149</td>
</tr>
<tr>
<td>Roulette – mutate once</td>
<td>7.64</td>
<td>9.05</td>
<td>1044</td>
</tr>
<tr>
<td>Roulette – repeated mutations</td>
<td>7.53</td>
<td>8.93</td>
<td>1022</td>
</tr>
</tbody>
</table>

Figure 5-6 Average sample results utilizing barometer and roulette selection methods with single and repeated mutations.
Our explanation for the result regarding the superiority of single mutations over repeated mutations is that single mutations provide a greater degree of precision in the application of the mutation rate. When individuals are selected for mutation they are always mutated to a degree that is proportional to the mutation rate. In the case of repeated mutations an individual may be mutated several times. Thus, the degree to which they may be mutated might vary over a large range (several times the individual mutation rate). Ensuring that an individual is only mutated once allows for the mutation rate to be evenly applied to a specific percentage of the population. For example, if the population mutation rate is 0.5 then it is assured that 50% of the population will be mutated, as compared to a lower percentage being mutated to a larger degree. Thus, the population and individual mutation parameters can be applied with a greater degree of precision, since we can be certain of the degree to which an individual will mutate and the number of individuals that will be selected for mutation.

In addition, in the case of self-optimization, the greater degree of precision in applying the mutation rates provides more informative feedback to the evolution model, i.e., with regard to what individual rate is associated with higher fitness scores. This means that the individual’s mutation rate can be more easily optimized. Repeated mutations are less informative since the individual’s mutation rate has a less accurate relationship with the actual degree of mutation experienced by that individual.
5.2.4 Our Evolution Model

To conclude this section we present the final attributes of our evolution model, as influenced by the above results.

The general algorithm is summarized as follows:

\[
t = 0;
// initialise the population of agents
Initialise \( P(t) \);
\]

Repeat
  // Allow the agents to interact with the environment for
  // a certain number of epochs (one generation)
  Simulate the environment;
  // evaluate the fitness of the agents in the population
  Evaluate \( P(t) \);
  // create a new population based on the previous population’s agents’ fitness scores
  // using an elitist strategy and the probabilistic barometer selection method
  \( P(t)’ \) = reproduce \( P(t) \)
  // provide variation (new agents) through mutation
  // using selection without replacement and two mutation parameters
  // in the case of self-optimization, the individual mutation rate is
  // included in the description of the agent
  \( P(t+1) \) = mutate \( P(t)’ \) // except the previously fittest (elitist) individual
  // increment the generation count
  \( t = t+1 \);
Until a set number of generations have passed

5.2.4.1 Initialization

At initialisation each agent’s parameters are set to appropriate starting values (i.e., fitness = 0). If the individual mutation rate has been selected for optimization then it is either randomised between 0.1 and 1 or it is set to a specified starting value. The agent’s neural network is initialised by randomly selecting a starting weight of -1, 0 or 1 for each of its connections. These measures ensure that the initial population provides a number of different starting points within the solution space.

5.2.4.2 Simulating the Environment

The agents interact with the environment for a specified number of epochs. During this time they can navigate around their environment by using their abilities to move forward and rotate in both directions. These actions are chosen by an agent’s neural network in response to inputs from its visual system.

The agents come into contact with two other objects that exist in their world, food and poison. Consuming them occurs if the agent makes contact, with appropriate consequences to the agent’s fitness.
5.2.4.3 Evaluation

After a generation has passed the agents are evaluated according to the following fitness function:

Fitness = x.f + y.p

where x is the amount of food eaten, f is the fitness consequence for eating food, y is the amount of poison eaten, p is the fitness consequence for eating poison.

5.2.4.4 Reproduction

The fittest individual is always reproduced using an elitist type selection method (section 5.2.1.3). The barometer selection method (section 5.2.1.2.2) is then utilized to provide each agent with a probability of reproducing in proportion to its fitness scores. The algorithm iterates over the population giving each agent a chance to reproduce. It repeats the loop until the new population has the required number of members.

5.2.4.5 Mutation

To create new knowledge, the population is mutated according to two mutation parameters. Firstly, the population mutation parameter determines the number of individuals to be mutated. Individuals are randomly selected, except for the elitist individual, since we want it to stay the same.

On being selected the individual mutation rate is used to mutate the individual. This rate may be a parameter to the system or it may exist within the agent, in the case of self-optimization.

The individual mutation rate influences the number of neural network connections that must be mutated. Connections are randomly selected and mutated to a specified degree.

In the case of both the population mutation rate and the individual mutation rate, individuals and their neural network connections can only be selected once for mutation, since it was found to be more effective than repeated mutations (section 5.2.3).

Once the new population has been created the process is repeated until a specified number of generations have elapsed.
5.3 Evaluation of Our Evolution Model

The evaluation of our evolution and reinforcement learning models are approached in the same way. This involves investigating the performance and adaptive nature of each model in an environment that ranges from stable to highly unstable, thereby allowing us to draw conclusions regarding the adaptive abilities of each model towards stable environments and changes in such environments.

5.3.1 Performance in Stable to Unstable Environments

5.3.1.1 Overview

The following levels of environmental stability were investigated, with each value representing the number of generations that elapse before a fitness consequence alternation occurs: 200, 100, 50, 25, 13, 7, 4, 2, 1. Since our simulations run for 200 generations, the first environment shows no changes. Thus, our models are investigated in environments that range from stable to highly unstable, utilizing fitness consequence alternations after every generation.

Each model is evaluated over 30 trials in the environment utilizing a particular stability level, with three fitness values being recorded to measure the models’ performance. Two of these are with regard to the maximum average fitness levels produced by the agents and a third measures the sum (area) of the average fitness levels over the course of the simulation. This last measure is utilized for the following and other evaluations, since it is the most informative with regard to consistency of performance. However the data using all three measures point to the same conclusions and are available in appendix D.

The following graph (Figure 5-7) presents the average fitness area scores of the agents produced by our evolution model over 200 generations and averaged after 30 trials, using a fixed individual mutation rate of 0.1 and a population mutation rate of 0.8.

![Average fitness area scores produced by our evolution model in stable to highly unstable environments.](image)
As is shown by the above graph, our evolution model’s performance rapidly degrades with increasing instability, ultimately producing negative fitness scores for fitness consequence alternations beyond every 13 generations. Utilizing self-optimization, as previously mentioned, proved to produce no improvements in performance (see appendix D for details).

To investigate the nature of this performance further we provide details concerning the model’s performance in response to several different degrees of environmental stability.

5.3.1.2 Performance Details

5.3.1.2.1 Stable Environment

In the stable environment (Figure 5-8), our evolution model demonstrates the ability to steadily progress towards an effective adaptation to the environment. Both the maximum and average fitness measures indicate that the agents come increasingly to know the environment as a result of our evolution model’s search.

![Figure 5-8 The evolution model’s performance in the stable environment.](image)

In the stable environment (Figure 5-8), our evolution model demonstrates the ability to steadily progress towards an effective adaptation to the environment. Both the maximum and average fitness measures indicate that the agents come increasingly to know the environment as a result of our evolution model’s search.
5.3.1.2.2 Fitness Consequence Alternations Every 25 Generations

Increasing the instability of the environment, by utilizing fitness consequence alternations every 25 generations, results in a markedly different performance. The above graph (Figure 5-9) clearly shows that the evolution model has difficulty adapting to such an environment. Beyond 25 generations no further improvement in fitness scores occur. Thus, the model lacks the ability to incorporate the fitness consequence reversals in order to adapt more effectively to the environment. Any adaptations produced become maladaptations once the fitness consequence reversal occurs. That is, adaptations to eating food become adaptations towards eating poison as soon as the roles of each object are reversed. This explains the oscillating nature of the fitness performances, which only become worse as the level of instability is increased.

5.3.1.2.3 Fitness Consequence Alternations Every 7 Generations

Figure 5-9 The evolution model’s performance in an environment with fitness consequence alternations every 25 generations.

Figure 5-10 The evolution model’s performance in an environment with fitness consequence alternations every 7 generations.
Increasing the frequency of the fitness consequence reversals to occur every 7 generations confirm our previous statements regarding the model’s adaptive nature. The fitness performances of the above graph (Figure 5-10) demonstrate that the model lacks the ability to incorporate the increasing degree of instability, demonstrating wildly oscillating fitness scores with no improvement in effectiveness over the simulation’s 200 generations. In addition the model produces a negative average fitness area result (−2.80933), thereby further indicating the inability of the model to deal with such levels of instability, producing agents that consume more poison than food over the simulations duration.

5.3.1.2.4 Fitness Consequence Alternations After Every Generation

In the environment demonstrating the highest degree of instability, the evolution model’s performance is completely ineffective (Figure 5-11). Although slight improvements in fitness peaks do occur, they result from the increasingly oscillating nature of the performance - note the increasing highs and equivalent lows of the average fitness scores as the simulation progresses. These oscillating average fitness levels towards the end of the simulation are due to a strategy of agents eating a particular object and avoiding the other. The increasing amplitude of the fitness oscillations are due to the agents becoming more effective at eating a particular object, regardless of its fitness consequences. This has the result of producing maximum fitness levels that improve over the course of generations, since there is likely to be, in any generation, an agent that is correctly locating the food object.

However, this response to the increased instability produces an average fitness area that is once again negative (−15.1373), indicating that the agents are consuming more poison than food over the duration of the simulation. Thus, it cannot be considered an effective adaptation.

The following presents an investigation of the adaptive behaviour and knowledge of the agents in order to help us better understand the above results and the adaptive nature of the evolution model.
5.3.2 Adaptive Behaviour and Neural Network Knowledge

Our evolution model produces agents that contain innate, fixed knowledge that allows them to behave effectively in their environment. This is achieved through the processes of selection and variation in the context of the population’s experience of the environment. As we have shown, this was effective in producing agents that can adapt to the environment demonstrating stable characteristics. However, after increasing the level of instability beyond a certain point, the model is considered ineffective in dealing with such environments, due to the model’s limited ability to adapt beyond a certain rate of change.

In order to demonstrate this further, consider firstly an effective solution in a stable environment.

![Image: Figure 5-12 A trace of a successfully evolved agent in a stable environment.]

The above figure (Figure 5-12) is a trace of an agent effectively navigating its environment in order to locate three food objects. The neural network knowledge required to produce such behaviour is shown in the following two figures.
Figure 5-13 A successfully evolved neural network responsible for mapping visual input regarding green objects (food in the stable environment) to an output action.

Figure 5-14 A successfully evolved neural network responsible for mapping visual input regarding red objects (poison in the stable environment) to an output action.
Figure 5-13 and 5-14 represent the portions of a successfully evolved agent’s neural network responsible for mapping visual input regarding green and red objects (food and poison, respectively, in the stable environment) to an output action. Thus, 9 input neurons and 27 weights are devoted to each object with the bottom output neurons being shared. The chosen action, then, is influenced by the position of both green and red objects.

The colour and thickness of the connections represent their sign and strength. Red is negative (inhibitory) and green positive (excitatory). Their strength is also numerically represented above each input neuron, the order of the values corresponding to the index of the output connection (i.e., the first value above each input neuron corresponds to the strength of the connection to the first output neuron). The visual range that each input neuron is responsible for is also indicated above these values.

Using this information we can extract the agent’s knowledge responsible for its adaptive behaviour. The following figures were produced from this information and represent the agent’s actions that are most likely to occur, given the position of the objects relative to the agent.

Figure 5-15 The influence of the position of green objects (food in the stable environment) on the agent’s behaviour.
Figure 5-15 indicates how the agent comes to orientate itself towards green (food) objects. Note that regions 4 and 5 are directly ahead of the agent, between 320° and 40°. The above diagram indicates that our agent implements a strategy of moving the food object into region 4 before moving forward and, thereby, successfully locating it. That is, if the food object is generally to the right of that region, then the agent will rotate in that direction. Should the food object be to the left of region 4 then the agent rotates in that direction.

The following figure (Figure 5-16) represents the agent’s reactions to red (poison) objects. What is apparent from this diagram is that the agent demonstrates an aversion towards poison existing in positions directly ahead of it. If it should occur in region 4, the agent rotates to its right, bringing the poison towards region 3. Should the poison occur in region 5 then the agent performs a leftward rotation bringing it to region 6. What is also apparent from the mappings is that the agent demonstrates a preference towards poison existing in region 2, that is, to its left between 240° and 280°. This can be deduced since the forward movements and leftward rotation mappings of regions 6, 7, 8, 9 and 1 will bring the object to this position. Once it is in region 2, the move forward mappings will help keep it there.
The above description of the agent’s behaviour helps us to understand why it is successful in the stable environment, but why is the evolution model not successful in producing agents that are effective under increasing levels of instability?

The evolution model is limited in its ability to effectively adapt to such situations for the following reasons. The problem is of a difficult nature that requires two solutions containing opposite attributes. One solution entails producing behaviour to locate green objects while avoiding red objects. The other solution requires that the agents locate red objects while avoiding green objects. These two solutions, then, are of a conflicting nature, with the requirement that only one should be present in the agent to adapt effectively to the characteristics of the environment. Thus, as the characteristics of the environment change, after a fitness consequence reversal, it is required that the previously implemented solution be discarded for its opposite. This is a time consuming process for the evolution model as it utilizes limited feedback at a population or generation level to direct changes and, in addition, the changes are slow to implement since the solutions are of an opposite nature that do, however, utilize the same portions (memory) of an agent’s neural network. Thus, it is required that previous solutions are unlearnt, as opposed to being set aside, while the new, appropriate solution is relearnt. In addition, since feedback only occurs at the end of an individual’s lifetime, the incorrect solution is implemented throughout the agent’s lifetime without any resistance (i.e., lifetime learning) until a sufficient number of generations have elapsed for it to be unlearnt. As a result, negative fitness scores are recorded until the previous, now incorrect, solution has been rendered ineffective.

This process is repeated each time a fitness consequence reversal occurs and, therefore, makes adaptation and assimilation of such changes difficult for evolution models to effectively deal with.

5.4 Conclusion

Our evolution model proves to be an acceptable means of developing our agent’s neural networks in the stable environment. Given limited feedback, effective behaviour is evolved. That is, our agents learn to find food and avoid poison.

However, as the environment becomes more unstable, by alternating with a greater frequency which objects are food and poison, the effectiveness of the model degrades to ultimately be considered ineffective in the most unstable environments.

The model is limited in its ability to adapt to such environments, since agents are evolved containing fixed knowledge via a generation or population level learning process. They are, thus, limited in their ability to unlearn incorrect behaviour and relearn correct behaviour under conditions of change.

In addition, the model demonstrates no ability to assimilate the changes and improve learning times over the course of the simulation.

Thus, our evolution model, although quite effective under stable circumstances, demonstrates no ability to evolve solutions in response to highly unstable conditions.
6.1 Introduction

Our reinforcement learning model provides the agents with the ability to learn within their individual lifetimes. By making use of positive and negative reinforcements their behaviour can be modified to achieve the desired objectives, maximize their ability to consume food objects and avoid poison objects.

Reinforcement learning is similar to evolutionary learning in that solutions can be produced by defining what is to be done rather than how to do it. However, reinforcement learning works by altering knowledge within an individual in its lifetime by positive and negative reinforcement, the counterparts of evolution’s ability to modify knowledge encoded in the population as a result of reproduction and death.

Thus, the learning is of the same nature as evolution models, except that it can now take place within the individual as compared to evolution or population level learning where knowledge is altered over generations by the processes of reproduction and death.

Instead of fitness measures, individuals now require reinforcement signals with regard to events or states of the environment that relate to their objectives. Typically, in nature, these reinforcement signals would ultimately be derived from fitness consequences, the reinforcement signals being the internalisation of an environment’s fitness consequences. For our purposes, we provide reinforcement signals that are of the same nature as the fitness consequences utilized by our evolution model. Instead of increasing or decreasing an agent’s fitness for locating food or poison, it receives positive and negative reinforcement signals for the same events. Thus, our evolution and reinforcement learning models utilize information that is of an equivalent nature in order to produce effective agents.

However, they are different in that the evolution model can only utilize fitness scores to evaluate an individual at the end of its lifetime to produce a new generation, whereas our reinforcement learning model has the ability to provide an individual with feedback in relation to particular actions and resultant events and, thereby, alter its behaviour accordingly. Thus, our evolution and reinforcement learning models can be considered similar processes that do, however, operate over different timescales. This allows for an interesting investigation into the effectiveness of similar learning processes that occur at two different levels and the interaction between such mechanisms in their combined forms.

The reinforcement learning model is applied to the same environment and agents as previously used for the evolution model. Like the evolution model, it was designed to produce effective, adaptive behaviour in agents whose objective it is to consume food and avoid poison in a virtual environment. It is evaluated in terms of its performance in the environment demonstrating stable characteristics and in terms of its response to changes in the environment’s stability.
Thus, our objectives were to:

- Design a reinforcement learning model with a view towards maximizing its ability to produce adaptive agents in an initially stable environment that becomes increasingly unstable.
- Evaluate the effectiveness and adaptive nature of the model with a view towards extracting the advantages and limitations of such models in dealing with stable environments that become increasingly unstable.

### 6.2 Design

Our reinforcement learning model was designed to train the agents’ neural networks to produce behaviour that maximizes their ability to locate food objects and avoid poison objects by utilizing feedback in the form of reinforcement signals. This feedback is only provided in relation to certain events that relate directly to the ultimate goals, i.e., locating food. Thus, the feedback is of a similar nature to that of the evolution model, where the fitness of the agents is only altered after such events. The agents need to use this feedback to appropriately reinforce, either negatively or positively, the instrumental behaviour that was involved in the event occurring. Since such behaviour may occur a certain amount of time before the event takes place, the model must be capable of reinforcing behaviour that produces delayed consequences.

The design of the model, then, needs to satisfy the following main objectives:

- The agents’ neural networks must be capable of utilizing feedback in the form of scalar reinforcement values, associated with particular events, in order to reinforce behaviour (input-output mappings) to make those events more or less likely to occur in the future.
- The model must be capable of reinforcing behaviour that is not immediately involved in the feedback events, but instrumental in producing their occurrence. Thus, it must handle the problem of delayed reinforcement.

### 6.2.1 Reinforcing Neural Network Behaviour

In order to reinforce our agent’s behaviour to accomplish the desired objectives we require a method of reinforcing their neural network’s stimulus (input) and resultant action (output) mappings according to their involvement in producing effective behaviour.

Reinforcing input-output pairs is known as associative reinforcement learning [Barto and Anandan, 1985]. In the context of neural networks this can be achieved by using the CRBP (complementary reinforcement backpropagation) algorithm (refer to section 2.3.2) of Ackley and Littman [Ackley and Littman, 1990].

However, conventional CRBP alone is not capable of dealing with delayed reinforcement. In addition, it places an emphasis on reinforcing input/output mappings as compared to general neural network activity, since it makes use of backpropagation, a method originally designed to train multi-layer neural networks using desired input/output pairs. Should agents be used that have multi-layer,
recurrent neural networks, then reinforcing neural network activity could be required, as opposed to merely reinforcing input/output mappings. Agents with such neural networks have a much greater ability to process information internally, as a result of multiple layers and recurrent connections. Their output is not dependent on a direct mapping from their input. Ultimate output may go through many cycles of internal processing. As a result, the latest output may be completely unrelated to the agent’s latest input. Rather, it may be a result of inputs that occurred a certain amount of time before the output and a large amount of internal processing. Reinforcing the latest input with the latest output would, thus, be inappropriate.

In addition backpropagation has also been criticized for not being biologically plausible. Biological plausibility is important, since we know what organic neural networks are capable of. See work by Baxter [Baxter, 1992] and Schmidhuber [Schmidhuber, 1989] describing local learning algorithms that are biologically plausible.

Our approach advocates using information that is local to each connection and a scalar reinforcement signal, since it is unlikely that biological neural networks make much use of globally available information. The dynamics of biological learning are a more likely result of distributed information locally available to each connection. The only globally available information that our reinforcement learning model makes use of is a scalar reinforcement signal.

Utilizing distributed connection information allows us to produce a method that is both more biologically plausible and orientated towards reinforcing neural network connection activity.

Our design, therefore, is with a view to reinforcing neural activity, as compared to just input/output mappings. However, for this work reinforcing neural network activity is equivalent to reinforcing direct input/output mappings, since our agents have single-layer, feed-forward neural networks. Thus, the approach taken is a movement in the direction of reinforcing neural activity.

The first aspect of our model is to reinforce the agent’s neural network behaviour (stimulus/action mappings) that occur in direct relation to feedback provided by scalar reinforcement signals, that is, mappings produced immediately prior to a feedback event.

Actions such as eating food and poison are directly associated with positive and negative feedback, as these events are defined, a priori, to be good or bad. This feedback defines the goals we wish our agents to achieve and is equivalent to the fitness consequences that are utilized by our evolution model.

If stimulus is mapped to an action that results in negative feedback (eating poison) then that input-output mapping should be weakened. If the action resulted in positive feedback (eating food) then the input-output mapping should be strengthened.

Our model utilizes the Hebb rule to reinforce mappings. If two connected neurons are active simultaneously prior to reinforcement occurring, then the strength of the
connection between them is modified by the reinforcement value (positive or negative).

This produces the following weight update:

If \( X_i \) and \( Y_j > 0 \) then
\[
W_{ij}(\text{new}) = W_{ij}(\text{old}) + r
\]

where \( X_i \) and \( Y_j \) are the activation levels of neurons \( X_i \) and \( Y_j \),
\( W_{ij} \) is the connection strength between them, and \( r \) is a scalar reinforcement value
provided in response to an event.

This simply strengthens or weakens the mapping that occurred immediately prior to
the reinforcement event.

As an example, the following figure (Figure 6-1) represents an agent about to move
forward and eat food. On making contact with the food it is considered to have eaten
it and a positive reinforcement will be given to the agent.

Figure 6-1 An agent about to receive positive feedback.
The figure below (Figure 6-2) represents the agent’s neural network activity and connection strengths corresponding to the above figure, before reinforcement occurs. Assume that the mapping to the neuron responsible for generating a move forward action is fortunate, as no knowledge has yet been encoded into the network.

Since the agent ate the food, the previous mapping will be reinforced, making the behaviour more likely to occur in the future, as indicated in the next diagram (Figure 6-3).
The connection’s strength between the two previously active neurons has been increased by the reinforcement signal. Should poison have been eaten a negative reinforcement would have occurred, decreasing the connection’s weight.

The problem is that the agents need to reinforce the behaviour that got them to the food or poison in the first place. Extracting this behaviour is a problem of delayed reinforcement.

5.2.2 Dealing with Delayed Reinforcement

In order to extract the instrumental behaviour that was involved prior to the reinforcement event, the agents need to have a method of apportioning the received feedback to previous input/output mappings. For this they need some form of memory that will enable them to extract the stimulus/action mappings that were good for them a long time before the reinforcement event actually took place.

An eligibility trace is the conventional method of dealing with this problem (as discussed earlier, section 2.2.3). We implement the eligibility trace by remembering the time a connection was used between two active neurons. This allows us to place a time stamp on previous connection activities and, thereby, give us an idea of previous neural network activity.

The longer ago a connection was effectively used before a feedback event, the less likely it contributed to that event occurring. Therefore, connections are reinforced in inverse proportion to the amount of time that has elapsed.

The reinforcement function becomes:

\[ W_{ij}^{(\text{new})} = W_{ij}^{(\text{old})} + \frac{r}{(\text{elapsed time} \times \text{decay rate})} \]

where \( W_{ij} \) is the weight of the connection between neurons \( X_i \) and \( Y_j \) that were active at the time of the time stamp, \( r \) is the delayed reinforcement, the elapsed time is equal to the current time less the time stamp, and the decay rate influences how fast the eligibility trace decays.

A reinforcement event will cause this function to be applied to every connection in the neural network.

Our eligibility trace can be termed a replacing eligibility trace (described earlier, section 2.2.3), as the amount of reinforcement that can be received after a feedback event will have a fixed maximum due to the elapsed time having a minimum of 1. On being reset (every time the connection is used) the trace will always start from this maximum level (elapsed time = 1). Therefore, the number of times the connection is used prior to the feedback event will not affect the amount of reinforcement it receives. This is only affected by how recently it was used.

As an example of our method, consider the following events presented in the figure below (Figure 6-4).
This would correspond to the following neural network activations in figure 6-5.

Assume the agent’s 5 input neurons are responsible for its frontal vision (270° to 90°).

As the agent rotates towards the food, due to its action neuron responsible for clockwise rotations being activated, its neural network input activations shift from the right to the centre neuron. Directly facing the food it moves forward.
On eating the food a feedback event occurs and the neural network’s connections are reinforced relative to the time they were last used, given in Figure 6-6 below (connections not used in the above events are not shown).

Assume that the connection strengths prior to the reinforcement are all equal to 1 (thus, the above sequence of events was fortunate as all the output neurons received the same amount of input resulting in all actions having an equal probability of occurring). Also assume a positive reinforcement of 5 for eating food and a decay rate of 1.

The connections will be updated as follows. The connection involved in event 1 will receive an increase of 5 (the positive reinforcement value)/3 (the elapsed time prior to the feedback event), giving 1.666. The connection involved in event 2 will receive 5/2, giving 2.5 and the connection involved in event 3 will receive an increase of 5, the full reinforcement value since it occurred immediately prior to the feedback event.
The neural network after reinforcement is represented below (Figure 6-7), with connection strengths being indicated by the thickness of the connections. The values of the altered weights are represented next to each connection. All other connections are not utilized and remain with weights of 1.

![Figure 6-7 The agent’s neural network after reinforcement.](image)

The network will now likely reproduce the above behaviour, represented by events 1, 2 and 3 should the agent find itself in the same or a similar situation.

### 6.2.3 Feedback

Our agents receive positive feedback for eating food, negative feedback for eating poison and a small constant, negative feedback for every other action.

The constant, negative reinforcement per action gives the agent the ability to unlearn previous mappings that may have been unjustly reinforced. This ensures that all actions that do not lead to food being eaten are negatively reinforced. This means that each action has a “cost”. To be “profitable” their actions must result in the consumption of food to the extent that the positive reinforcements received are greater than the constant, negative reinforcement per action. This has the effect of optimising behaviour and, thereby, producing a more effective agent. Our evolution model naturally optimized behaviour, as a result of competition.

This feedback also helps the agent try something else should its behaviour result in it being stuck in a difficult position.

These three reinforcement parameters, then, communicate our objective to the agents, locate food and avoid poison.
6.2.4 Simulation Framework and Parameters

We use the same simulation framework utilized for our evolution model to perform empirical testing of various feedback values.

Important constants, as used to examine our evolution model, are:

- A generation lifetime of 500
- A simulation length of 200 generations
- A population of 25
- 1 food object in the world at any time
- 1 poison object in the world at any time
- 30 trials per sample

Performance results are still presented with regard to average fitness results achieved by the agents within each generation. A population of 25, as used for the evolution model, provides these fitness results. Note, that a population is not a necessary factor of the reinforcement model. Rather, it is used to provide significant average fitness results for comparison with the other models.

At the completion of each generation the same agents are used for the following generation, with their fitness scores being reset to 0. They keep their learnt knowledge, since this is equivalent to the agents in our evolution model inheriting the knowledge of their parents.

Empirical experiments were conducted to find good values for the reinforcement parameters. We use equal, but opposite feedback values for our reinforcement model’s feedback for eating food and poison, since our experiments with the evolution model used equal, but opposite fitness consequences with regard to the same events. The small constant, negative feedback value used for every stimulus/action mapping does not have a direct equivalent in our evolution model, since that model’s population based competition provides the necessary optimization pressure.
Our empirical investigation used feedback values in the range \([0.5 \ldots 2.3]\) for locating food and \([-0.5 \ldots -2.3]\) for locating poison, with increments of +0.2 and –0.2 in either case. Feedback per action was investigated in the range \([-0.0005 \ldots -0.005]\) with increments of –0.0005. The results of the investigation led us to use positive reinforcements of 1.5 and negative reinforcements of –1.5 for food and poison events, with a small constant, negative reinforcement of –0.003 being used per action. The chosen values are mostly influenced by the important average fitness area data (Figure 6-8 above), note the x and y axis sample averages, with the most successful parameter values produced by the other measures differing only slightly from these. Refer to appendix E for complete data.

The following presents the evaluation of our reinforcement learning model in an environment that ranges from stable to highly unstable.
6.3 Evaluation of Our Reinforcement Learning Model

6.3.1 Performance in Stable to Unstable Environments

6.3.1.1 Overview

The following presents our reinforcement learning model’s performance in response to differing levels of environmental stability, ranging from stable to highly unstable.

As is shown by Figure 6-9, increasing levels of instability result in a corresponding decrease in the model’s ability to adapt. This performance trend is similar to that produced by our evolution model and, thus, indicates that it too is ineffective in dealing with increasing levels of instability. The above data concerns the important average fitness area scores, considered to be the most informative in terms of consistency of performance. Refer to appendix F for complete data.

To investigate the adaptive nature of the model further, the following presents details regarding its performance in response to several different degrees of environmental stability.
6.3.1.2 Performance Details

6.3.1.2.1 Stable environment

The reinforcement learning model is clearly effective in a stable environment (Figure 6-10), reaching peak fitness levels within 100 generations. Recall that the evolution model’s performance was also effective, however, it demonstrated a steady progression towards maximum fitness levels over the full 200 generations (refer to chapter 10 for a more in depth comparison). Our reinforcement learning model, on the other hand, demonstrates that it can reach its maximum effectiveness more quickly, in addition to producing higher fitness levels. The superior performance is due to lifetime learning’s potential to adapt at a greater speed, constantly utilizing learning to modify an agent’s behaviour within their lifetime. It seems that the stable environment allows this potential to be realized. However, how does our model’s individual reinforcement learning ability respond to increasing levels of instability?
6.3.1.2.2 Fitness Consequence Alternations Every 25 Generations

The above figure (Figure 6-11) represents our reinforcement learning model’s performance in an environment that undergoes fitness consequence reversals every 25 generations. Unlike the evolution model, our reinforcement learning model demonstrates an ability to quickly unlearn incorrect behaviour (i.e., locating poison objects that were previously food objects), due to negative reinforcements. This has the effect of reducing the impact of the fitness consequence reversals. Recall that the evolution model took a number of generations to unlearn the incorrect behaviour, producing negative fitness consequences during this time.

However, although the reinforcement learning model is effective in quickly unlearning incorrect behaviour, the agents are still required to relearn appropriate behaviour, previously incorrect and unlearnt. Although faster than the evolution model, this is a time consuming process that does not improve as the generations progress.

Thus, the model is limited in its ability to deal with such changes, as it cannot remember conflicting solutions across the generations. Each time a fitness consequence occurs the agents are required to relearn their environment with no reduction in learning time. As a result, no assimilation of the changes occurs and, therefore, there is no ultimate growth in the maximum fitness levels.

These characteristics are emphasized by further increases in instability.
6.3.1.2.3 Fitness Consequence Alternations Every 7 Generations

Due to the nature of the reinforcement learning model’s limited ability to respond to changes, increasing the frequency of the fitness consequence reversals results in a highly unstable, oscillating performance (Figure 6-12). Note that throughout the duration of the simulation there is no improvement in the fitness peaks, in terms of both average and maximum fitness levels. However, this performance is slightly better than that of the evolution model, due to its more effective unlearning and relearning ability, resulting in a positive average fitness area. Thus, individual learning of this type does respond to the changes faster than that of the evolution model, but it is ineffective in its ability to assimilate such changes in order to perform more effectively over the course of the simulation. The changes are disruptive, and further exposure to them does not result in any improvements.

6.3.1.2.4 Fitness Consequence Alternations After Every Generation

In response to the highest level of instability, with fitness consequence reversals occurring after every generation, the reinforcement learning model is incapable of
learning and produces average fitness scores only slightly greater than 0 throughout the simulation (Figure 6-13).

The nature of this performance differs to that of the evolution model’s oscillating behaviour, demonstrating increases in amplitude as the simulation progressed and ultimately producing a negative average fitness area. In this case, the reinforcement learning model’s adaptive response is quite different. Slightly positive average fitness levels are consistently maintained throughout the simulation. However, no growth occurs in either these or the agents’ maximum fitness levels.

Thus, it is also unsuccessful in adapting to such situations, with virtually no learning occurring and ultimately producing an average fitness area that is only slightly positive.

The following presents an investigation of the adaptive behaviour and knowledge of the agents produced by our reinforcement learning model in order to help us better understand the above results and the model’s adaptive nature.
6.3.2 Adaptive Behaviour and Neural Network Knowledge

Our reinforcement learning model produces agents that possess the ability to modify their behaviour according to their experience of the environment. This is achieved via the application of positive and negative reinforcements in relation to the desired objectives: locate food and avoid poison. In response to a stable environment the model quickly produces agents that contain the necessary neural network knowledge to behave appropriately. However, under increasing levels of instability the model’s performances rapidly degrades to ultimately be considered ineffective.

The following is an investigation of the behaviour and neural network knowledge produced by our reinforcement learning model in order to provide a more complete explanation of its performance and further to emphasize the advantages and limitations mentioned in the previous section.

We begin with a trace of an effective agent produced in an environment demonstrating stable characteristics.

![Figure 6-14 A trace of a successfully reinforced agent demonstrating its ability to locate food and a tendency to avoid poison – note the deflection and conflict.](image)

The trace of Figure 6-14 was taken of an agent after 195 generations and demonstrates its ability to locate food and a tendency to avoid poison, as indicated by the deflection in the agent’s path caused by the proximity of poison and the conflict generated by the agent’s resistance to turn towards poison in order to obtain the food object. Note that the conflict resolution ability is a particular feature of the agent’s individual
reinforcement learning that cannot be produced by the evolution model. It is a product of the small, constant negative reinforcements that force the agent to attempt a different action should its behaviour result in a conflict between actions (i.e., repeated left and right rotations). It provides a mechanism of weakening such mappings to produce a different action and, thereby, resolve the conflict.

For example, consider the situation represented in the above diagram. The agent finds itself in a position where a leftward rotation towards food places itself in a position that maps to a rightward rotation away from the poison object. This, in turn, results in another leftward rotation and the cycle continues. The evolution model does not have much defence against such vicious circles, except the fact that the neural network mappings are not deterministic and, therefore, provide the possibility of another action taking place, even if it only has a small probability of occurring. However, the small, constant negative reinforcements provide a more effective mechanism. Should an agent be caught in such a position, then these reinforcements will weaken the mappings that are involved in producing the conflicting behaviour. As a result, a different situation-action mapping can be made more probable and the situation resolved. This, then, is an aspect of the reinforcement learning model that can potentially produce more effective solutions than those of the evolution model.

In addition, the reinforcement learning model can produce superior performances, since its feedback is more informative in directing the agents towards effective behaviour. Recall that the evolution model only makes use of fitness scores at the end of each generation, to produce the following population. Our reinforcement learning model utilizes the negative and positive reinforcements, in respect to locating poison and food, to modify the agent’s behaviour as soon as these events occur and in relation to those neural network connections that are the most responsible for these events occurring. The evolution model can only judge the individual agents as a whole, according to their fitness. Thus, the reinforcement learning model can demonstrate a superior learning ability, resulting in the more effective performance.

The following provides a more specific investigation of an agent’s knowledge by examining its neural network connection strengths. Note that although the nature of the reinforcement learning model differs in certain respects to that of the evolution model they are both confined to searching the same neural network weight space. The models differ in terms of the speed at which they can modify the neural networks and the manner in which they do so.

The following two diagrams represent a successfully reinforced agent’s neural network knowledge after 198 generations in the stable environment.
Figure 6-15 A successfully reinforced neural network responsible for mapping visual input regarding green objects (food in the stable environment) to an output action.

Figure 6-16 A successfully reinforced neural network responsible for mapping visual input regarding red objects (poison in the stable environment) to an output action.
Figures 6-15 and 6-16 represent the portions of a successfully reinforced agent’s neural network responsible for mapping visual input regarding green and red objects (food and poison, respectively, in the stable environment) to an output action.

The following figures were produced from the above neural network information and represent the agent’s actions that are most likely to occur given the position of the objects relative to the agent.

The figure above (Figure 6-17) reveals how the agent navigates itself towards green objects (food in the stable environment). Recall that regions 4 and 5 are responsible for the agent’s frontal vision (between 320° and 40°). The agent demonstrates a tendency to prefer the object in region 5 before moving forward with the regions to its left (1, 2, 3, and 4) producing leftward rotations and the regions to its right (6, 7, 8, and 9) mostly producing rightward rotations, the exception being region 6 that has an equal probability of mapping to forward movements and rightward rotations. Thus, the solution is similar to that produced by the evolution model. However, a notable difference is that the neural network connection strengths of Figure 6-15 are much stronger, due to the more constant learning.

The portion of the agent’s neural network responsible for mapping red objects to an action is perhaps more unusual in comparison to that of the evolution model. Using the information provided in Figure 6-16 we can produce the following diagram (Figure 6-18).
In all regions besides 4 and 5 the agent demonstrates no preference towards any particular action. This can be explained as being due to the nature of the reinforcement learning model to positively reinforce all previous mappings occurring prior to the location of food, including the connections between input neurons responsible for seeing poison and the chosen output action. Since poison can occur in any particular position relative to the agent when it locates food, the connections between the neurons responsible for seeing poison and all previous chosen actions responsible for locating food, will be positively reinforced. As a result, maximum connection strengths will eventually be reached and each action will be equally influenced by the position of poison. However, should poison be eaten, perhaps necessary to locate food, then those mappings responsible will be negatively reinforced, i.e., the mappings from region 4 and 5 above to move forward actions, resulting in a greater tendency to avoid poison in such positions by rather making leftward or rightward rotations more probable. This can explain the deflection and conflict contained in the trace of Figure 6-14.

The model, then, is clearly effective in producing successful neural networks in the environment demonstrating stable characteristics. However, the situation changes in response to instability. The following relates our previous statements regarding the model’s limited ability in learning and applying conflicting solutions and its unlearning and relearning times in relation to the agent’s neural networks.
Due to negative reinforcements, the model demonstrates an effective ability to unlearn previous behaviour. The strong neural network connections of Figure 6-15 can be quickly unlearnt, since their involvement in producing behaviour that becomes incorrect, due to a fitness consequence reversal, can be directly targeted. Thus, in this sense the model is superior to our evolution model. For the same reason, it also demonstrates a superior ability to relearn the correct behaviour. However, such unlearning and relearning demonstrates no ability to assimilate the changes and improve learning times as the simulation progresses. Thus, this model, like the evolution model, is limited in its ability to learn and apply solutions of a conflicting nature.

6.4 Conclusion

Our reinforcement learning model demonstrates an effective ability, superior to that of the evolution model, to produce successful agents in response to an environment demonstrating stable circumstances. Although the feedback is of a similar, limited nature as that given to the evolution model, in this case learning takes place during an individual’s lifetime, as opposed to the generation timescale of our evolution model. In addition, the feedback is utilized to target particular aspects of the agent’s neural network. In comparison, our evolution model utilized fitness scores to judge agents as a whole in order to produce a new generation. Thus, the reinforcement learning model is capable of producing results of a greater effectiveness than the evolution model over the same number of generations.

However, its performance in response to increasingly unstable environments ultimately degrades to become as ineffective as that of the evolution model. Although learning in this case is applied with a greater frequency, it cannot help the model deal any more effectively with the dynamics of the most unstable environments. The reinforcement and evolution model both face the problem of learning a relationship between an object and its fitness or reinforcement value that needs to be unlearnt in a later generation, in the extreme case, after every generation. Although the reinforcement learning model does demonstrate superior unlearning and relearning times, it demonstrates no ability to assimilate the changes and improve learning times as the simulation progresses. Thus, like the evolution model it is limited in its ability to learn and apply solutions of a conflicting nature.
Section 3 - Design and Evaluation of Evolution and Reinforcement Learning Models

As the results of the previous two chapters indicate, our evolution and reinforcement learning models are quite effective in response to stable conditions. However, under conditions of increasing instability their effectiveness is limited. The models were found to be incapable of learning and applying solutions of a conflicting nature. Our investigation led us to conclude that this is due to an insufficient unlearning/relearning ability that demonstrates no assimilation of changes.

This section presents our work investigating hybrid evolution and reinforcement learning models, in Darwinian and Lamarckian frameworks, with a view to extracting their advantages and disadvantages in dealing with an environment demonstrating stable to highly unstable characteristics.

The following three chapters present our:

- Design of hybrid evolution and reinforcement learning models, in Darwinian, Lamarckian and combined Darwinian/Lamarckian frameworks, with a view towards maximizing their ability to produce adaptive agents in an initially stable to unstable environment.
- Evaluation of the effectiveness and adaptive nature of the models with regard to their performance in stable conditions and in terms of their response to increasing levels of instability.
Chapter 7: Design and Evaluation of a Darwinian Evolution and Reinforcement Learning Model

7.1 Introduction

Under a Darwinian framework, what is learnt during an individual’s life is not inherited by their offspring. As a result, knowledge acquisition occurs at two levels, the population or generation level and the individual level. The former utilizes the processes of evolution to alter knowledge encoded in the individual’s genotype, while the latter uses an individual’s ability to learn during its lifetime and according to its experience of the environment. Thus, combining evolution and learning in a Darwinian framework requires that evolved (genotype) knowledge is preserved and the individual’s learnt (phenotype) knowledge is not inherited by their offspring.

This separation does have its advantages. The population’s global search is not directly influenced by the individuals’ local search. As a result, the benefits of both global and local search processes can be effectively maintained. The population can sample large areas of the solution space with the individuals’ learning ability providing a more effective search over smaller areas.

In addition, since evolution works over a larger time scale, maintaining genetic knowledge can be beneficial in preserving relevant, long-term information regarding the environment in contrast to an individual’s preoccupation with its limited experience of the environment. Thus, maintaining knowledge produced by the population’s experience over many generations can prove useful, since such knowledge can then be refined by the individuals’ learning ability to effectively adapt to its particular experience of the environment. Thus, a Darwinian model can utilize evolution to extract a range of useful, general behaviour that can be further refined by reinforcement learning to meet the particular adaptive requirements of the environment an agent may be born into.

Lastly, the Baldwin Effect can be an advantageous characteristic of Darwinian evolution in terms of learning’s ability to indirectly guide evolution towards effective solutions. Individuals who are more predisposed to learning useful knowledge will achieve greater fitness levels than those who are not.

An additional, general advantage of both Darwinian and Lamarckian evolution and learning models is the ability of the evolution process to adjust parameters of the learning algorithm according to the requirements of the environment by including such parameters in the individuals’ genotype descriptions.

Our investigation examines whether such adaptive characteristics can help our Darwinian evolution and reinforcement learning model deal more effectively with the environment than the previous models.
The following presents:
- The design of a Darwinian evolution and reinforcement learning model with a view towards maximizing its ability to produce adaptive agents in an initially stable environment that becomes increasingly unstable.
- An evaluation of the effectiveness and adaptive nature of the model with a view towards extracting the advantages and limitations of such models in dealing with stable environments that become increasingly unstable.

7.2 Design

The following is required of our model:
- A synthesis of the evolution and reinforcement learning processes described in the previous chapters.
- A separation of knowledge at the genotype and phenotype level in order to accomplish Darwinian evolution.
- The ability to adjust, via evolution, the feedback parameters utilized by our reinforcement learning algorithm.

7.2.1 Synthesis

A synthesis is quite easily achieved by applying our reinforcement learning algorithm throughout the agents’ lifetime and then generating a new population, based on their fitness scores, by using our evolution algorithm’s processes of selection and mutation. Feedback is still of the same form, however now the agents receive reinforcements throughout their lifetime and accrue fitness scores in relation to the same events. Thus, the agent knowledge is modified as a result of both evolution and learning.

7.2.2 Genotype/Phenotype Separation of Knowledge

Since we wish to create a Darwinian model, it is required that individually learnt knowledge is not inherited by offspring and evolved (genotype) knowledge is preserved across generations, to be modified only by the mutation operator. Thus, an agent’s knowledge must be separated at a genotype and phenotype level.

In order to achieve this, our agents possess an innate neural network description (the genotype) containing weight values. At the start of each generation the agents begin their life possessing this knowledge. All changes to the agent’s neural network weights, as a result of reinforcement learning, are not applied to the genotype. Rather, a temporary, learnable weight value is used to accomplish learning at the phenotype level.

At the start of the agent’s life the learnable weight values are set equal to the inherited weight values. All neural network mappings and reinforcement learning operations utilize these values. At the end of an agent’s life all learnt changes are lost and offspring are produced using the innate, genetic weight values of their parents, although these may be altered by small mutations to modify the evolving, genotype knowledge. Thus, a distinction is accomplished between learnt knowledge and evolved knowledge (phenotype and genotype).
Note though, that it is the phenotype that is selected by the evolution process, according to its fitness, and the genotype that is reproduced. Therefore, genotypes replicate in proportion to their phenotype’s effectiveness. As a result, genotypes are selected in relation to their ability to produce effective phenotypes (i.e., complement learning) and it is this interaction, then, that can produce successful, complementary relationships between evolution and learning.

Our evolution process can also complement reinforcement learning by adjusting its feedback parameters.

### 7.2.3 Adjusting Reinforcement Learning’s Feedback Parameters

Feedback parameters can be made a part of the evolution process by including them in an agent’s genotype description. By doing so they can be adjusted like any other attribute defining an agent, via the processes of selection and mutation, according to the degree of learning required. This provides an advantage over fixed values, since the stage of the simulation or changes in the environment’s stability may require different feedback values. Thus, such optimization may prove useful in dealing with our environment of increasing instability.

Should an agent be selected for mutation then the change in our agent’s feedback parameters can be determined according to:

\[
\Delta \text{feedback parameter} = \begin{cases} 
  x & \text{if a random digit is 0} \\
  0 & \text{if the random digit is 1} \\
  -x & \text{if the random digit is 2}
\end{cases}
\]

where \( x \) is a small, constant value.

This can be applied to our 3 feedback parameters, reinforcement for locating green objects, reinforcement for locating red objects and reinforcement per action.

In order to find an effective degree of change (\( x \)), experiments were performed using initial feedback values of 0 and utilizing degrees of change in the range 0.05 to 0.5 for food/poison reinforcements (green/red objects in the stable environment) and in the range 0.001 to 0.01 for feedback per action adjustments. Results are contained in appendix G. Based on this data we utilize movements of ±0.2 for food/poison feedback and ±0.003 for feedback per action.
7.2.4 Simulation Framework and Parameters

Our Darwinian evolution and reinforcement learning model is applied using the same simulation framework as that of our previous models.

The important constants are:

- A generation lifetime of 500
- A simulation length of 200 generations
- A population of 25
- 1 food object in the world at any time
- 1 poison object in the world at any time
- 30 trials per sample

Due to the increased complexity of this model, several additional options are now available. We have the option of using fixed reinforcement values with a fixed individual mutation rate or a mutation rate that is allowed to self-optimize or we can allow the reinforcement values to be adjusted in conjunction with a fixed mutation rate or a mutation rate that is allowed to self-optimize. These can prove to be useful options with regard to the model’s adaptive ability, with particular relevance to changes in stability.

However, in order to choose appropriate fixed reinforcement learning feedback parameters we have the option of using the fixed population and individual mutation rates of 0.8 and 0.1, previously shown to be successful, or we can allow the individual mutation rate to self-optimize. Refer to appendices H and I for complete data regarding these experiments. The results from both sets of data are almost equivalent, however, utilizing a fixed individual mutation rate does produce slightly superior measures and, therefore, this data is used to choose our fixed reinforcement values of 0.4, -0.4 and –0.02 for locating food, poison and per action, respectively.

These then are the fixed reinforcements that are used, in conjunction with a fixed mutation rate and a mutation rate that is allowed to self-optimize, in order to evaluate our Darwinian evolution and reinforcement learning model’s response to an initially stable environment that becomes increasingly unstable. Experiments that adjust the reinforcements in conjunction with a fixed mutation rate and a mutation rate that is allowed to self-optimize were also performed. Refer to appendix J for complete data regarding these experiments.

Note that, in the environments utilizing fitness consequence alternations, the sign of the reinforcement values are also reversed, maintaining consistency with the fitness consequence reversals. Thus, our Darwinian evolution and reinforcement learning model is provided with appropriate reinforcement and fitness feedback in order to train our agents to maximize their ability to locate food and avoid poison.
7.3 Evaluation of Our Darwinian Evolution and Reinforcement Learning Model

7.3.1 Performance in Stable to Unstable Environments

7.3.1.1 Overview

The following presents our Darwinian evolution and reinforcement learning model’s performance in response to differing levels of environmental stability, ranging from stable to highly unstable.

The most successful performance (Figure 7-1) was produced using a fixed mutation rate and adjusting reinforcement values, starting with initial values of 0.4, -0.4 and – 0.02 for locating green objects (food in the stable environment), red objects (poison in the stable environment) and per action, respectively, with a population mutation rate of 0.8 and a fixed individual mutation rate of 0.1. Refer to appendix J for complete data concerning the other options (optimising reinforcements and the individual’s mutation rate, using fixed reinforcements and a fixed individual mutation rate and, lastly, using fixed reinforcements and allowing the individual’s mutation rate to self-optimize). With reference to the other options, it is important to note that fixed reinforcements appear to be slightly more effective in the most stable environments. However, they are ineffective in dealing with increasing levels of instability, producing a performance similar to that of the reinforcement learning model. Allowing the reinforcement feedback values to be optimized, though, provides a far more effective performance in response to increasing levels of instability.

As before, average fitness area scores are presented, the most informative in terms of consistency of performance. Complete data regarding the other performance measures is contained in appendix J.

As the above performance indicates, our Darwinian evolution and reinforcement learning model does not decay into ineffectiveness as a result of increasing instability.
Rather, it appears to reach a consistent level of effectiveness in response to increasing levels of instability. Note that the effectiveness levels of the model in an environment utilizing fitness consequence reversals every 25 generations is maintained under increasing levels of instability, even in response to the most unstable conditions. It appears that the model’s increasing exposure to instability results in an improved ability to assimilate the environment’s changes. In comparison, the evolution model and the reinforcement learning model were both incapable of producing any level of effectiveness beyond fitness consequence reversals every 13 generations. Recall the negative average fitness area scores of the evolution model and the completely ineffective scores of the reinforcement learning model (i.e., near 0). A more direct comparison is provided in chapter 10.

Thus, our Darwinian evolution and reinforcement learning model demonstrates an ability to assimilate the increasing instability and, thereby maintaining a consistent performance even under increasing levels of change.

The following provides performance details regarding the model’s performance in response to several degrees of environmental instability.

### 7.3.1.2 Performance Details

#### 7.3.1.2.1 Stable Environment

![Figure 7-2](image)

Our Darwinian evolution and reinforcement model performs adequately in the stable environment (Figure 7-2). However, it is not more effective than either the evolution model or the reinforcement learning model under such conditions. In fact, even utilizing the most effective fixed reinforcements, which produced the best sample for this model’s performance in the stable environment, its effectiveness could only be considered slightly better than that of the evolution model. Thus, learning does not appear to help the Darwinian evolution process in the stable environment, especially if the reinforcement feedback values are allowed to adjust.
The following figure (Figure 7-3) includes innate fitness measures, produced from evaluations of the agents’ innate, genotype knowledge prior to learning. To achieve this the population is examined twice. The agents are first evaluated utilizing only their genotype knowledge to produce behaviour. Selection is not applied and the same population re-evaluated with individual reinforcement learning. A new population is then produced using the fitness scores of the learning agents and the process repeated. This allows us to determine the effect that learning is having on the evolution process, as compared to just seeing the combined effectiveness of both processes.

With reference to the above figure (Figure 7-3), we draw your attention to the agents’ average innate fitness graph (solid, blue). This is an evaluation of the agents’ behaviour as produced by their innate, genotype knowledge. The average fitness of the agents, utilizing both their genotype and learnt phenotype knowledge, is also represented (green). Note that learning appears to provide the agents with an adaptive advantage. Their fixed, evolved knowledge is clearly less effective without the benefit of learning. However, with reference to the fixed knowledge produced by our evolution model, both the evolved knowledge and the combined innate and learnt knowledge, presented above, are not superior to that of the evolution model’s performance. Thus, there is no sign of the Baldwin effect guiding the agents’ innate knowledge, through learning, to produce results more effective than those of evolution alone.

Rather, the above results could be due to innate knowledge being evolved to rely on learning taking place. Should learning be removed then the innate knowledge will produce solutions that are naturally less useful and, therefore, less effective. In this sense learning has moved the genetic knowledge to regions of the solution space that results in its effectiveness being reduced should learning not occur. This is related to our previous description regarding the nature of learning to potentially hinder the evolution processes search by hiding the effectiveness of innate, genotype knowledge (as described in section 3.5).

Thus, learning does not appear to be of much use to our Darwinian evolution model in adapting to the stable environment.

However, it does appear to be highly useful under conditions of instability.
7.3.1.2.2 Fitness Consequence Alternations Every 25 Generations

The characteristics of our Darwinian evolution and reinforcement learning model’s response to fitness consequence alternations every 25 generations (Figure 7-4) reveals certain advantages over the previous models.

Although the fitness consequence reversals are disruptive, the agents now demonstrate a greater ability to maintain positive average fitness levels. However, peak fitness levels do not improve over the course of generations. It appears that at this level of instability the agents have not yet had sufficient experience of the changes in order to improve learning times over the duration of the simulation, although an analysis of the agents’ genotype knowledge does reveal that a certain amount of adaptation is occurring.

The average innate fitness levels of Figure 7-5 indicates that the agents’ genotype knowledge is initially following that which is being learnt, i.e., producing knowledge to locate either green or red objects and suffering equivalently after a fitness consequence reversal – producing negative average fitness scores. However, after several fitness consequence reversals have occurred, our agents’ innate, genotype
knowledge effectiveness, prior to learning, is more inclined to maintain a performance evaluation near 0, relying on learning to produce effective fitness levels. It is this that allows our agents to maintain positive average fitness levels, since under a Darwinian framework offspring lose the learnt knowledge of their parents, i.e., incorrect solutions after a fitness consequence reversal, starting their life utilizing genotype knowledge with an effectiveness near 0. Both our evolution model and reinforcement learning model maintain the knowledge of previous generations and are, thus, slow to unlearn incorrect solutions, resulting in negative average fitness scores.

The Darwinian evolution and reinforcement learning model can, then, provide a mechanism where incorrect solutions are not inherited and genotype knowledge can be evolved to complement the effectiveness of learning. In the above case, producing consistently positive average fitness levels even after the occurrence of fitness consequence reversals.

However, it is not merely the case of the agents’ genotype effectiveness without learning being maintained near 0 in order to buffer against incorrect solutions after fitness consequence reversals. The evolved knowledge may not be following learning, but that does not mean that it is standing still. The following reveals how genotype knowledge, after exposure to a greater frequency of fitness consequence reversals, can be evolved to improve learning times in response to increasing instability. It does this not by following learning, but by complementing it.

### 7.3.1.2.3 Fitness Consequence Alternations Every 7 Generations

![Fitness Consequence Alternations](image.png)

Figure 7-6 demonstrates that the Darwinian evolution and reinforcement learning model has the ability to produce agents that can effectively assimilate fitness consequence reversals to produce an improving performance over the entire course of the simulation. It appears that knowledge is being produced to help the agents learn more effectively in response to the environment’s changes, resulting in a more stable and improving performance.
The following figure (Figure 7-7) includes an evaluation of the agents’ innate knowledge, allowing us to investigate the role that it is playing in the improved effectiveness.

Note that the evaluation of the agents’ innate, genotype knowledge (blue, solid graph) initially appears to follow the performance of the agents utilizing learning and their evolved knowledge (green graph), oscillating to an equivalent level. That is, knowledge is being evolved to locate the appropriate object of that particular period and, thus, suffering from the fitness consequence reversals. However, after a number of generations, the nature of the performance begins to differ.

The agents’ effectiveness begins to steadily increase while its innate knowledge maintains an evaluation near 0. It appears, then, that the agents are being evolved to contain innate knowledge that is not biased towards either of the two solutions, locate green objects and avoid red objects or locate red objects and avoid green objects. However, this does not mean that useful knowledge is not being evolved. Note that the agents’ average fitness levels improve the course of generations while their genotype knowledge, prior to learning, maintains an effectiveness near 0. Recall that these improvements cannot be due to learning alone, since under a Darwinian framework all learnt knowledge is lost at the end of a generation. It must, then, be the knowledge contained in the agents’ genotype that is leading to these improvements. Thus, in contrast to the evolved knowledge following learning it is, rather, of a different nature and complements it.

In the following behaviour and neural network knowledge section we will demonstrate that the nature of this knowledge is to encode general behaviour to locate either object. The above performance is possible as the agents can utilize such knowledge, in conjunction with their individual learning ability, to adapt to their particular situation.

This is true of even the most unstable environment, utilizing fitness consequence reversals after every generation.
7.3.1.2.4 Fitness Consequence Alternations After Every Generation

Figure 7-8 shows that our agents now have the ability to effectively adapt to the most unstable conditions. Although fitness consequence reversals are occurring after every generation, with food becoming poison and vice-versa, the above performance demonstrates a consistent, stable growth in fitness levels, not suffering from the wild oscillations of the evolution model or the non-existent growth of the reinforcement learning model. As a result of combining the two processes, an adaptive ability is produced that either alone does not posses.

An evaluation of the agent’s innate, genotype knowledge reveals further insights into the model’s adaptive nature.

Figure 7-9 indicates, the agents’ innate knowledge, when evaluated in isolation from learning, does not demonstrate any growth in effectiveness. In fact, it maintains
a consistent evaluation of around 0. However, it is this knowledge, evolving in the agents’ genotypes that allows them to produce an improving performance, since all learnt knowledge is lost at the end of every generation. It appears then, that the knowledge evolved in the agent’s genotype is useful in terms of its ability to complement learning rather than follow it and, as a result, produce effective solutions to a difficult situation.

In addition, the evolution process was found to be effective in its ability to optimize reinforcement feedback values, thereby further complementing the ability of learning by adjusting reinforcement levels according to the environment’s degree of instability.

In stable environments the evolution process produces innate agent knowledge that needs only small reinforcements to result in improvements, since the evolution process is in itself capable of adapting to such environments with learning playing a smaller role. However, in unstable environments the evolution model produces knowledge of a general nature that requires large reinforcements to transform that knowledge into the appropriate solution.

The following demonstrates the model’s ability to adjust the initial feedback (0.4, -0.4 and -0.02 for locating food, poison and per action, respectively) to an appropriate level required for an effective adaptation to the most unstable conditions.

![Graph showing optimization of reinforcement feedback values](image)

Note that the reinforcement feedback values utilized for locating green and red objects (Figure 7-10) are reversed after every generation, consistent with the fitness consequence alternations. This occurs as the reinforcement values, like the fitness consequences, are associated with the objects according to their food or poison nature. Since the green and red objects’ food or poison nature is reversed after every generation, so are their associated reinforcements.

As the reinforcement values associated with each object are contained in each agent’s description, they are open to optimization. The above graph demonstrates that as a
result of the optimization process, the reinforcement values associated with locating food and poison are consistently adjusted towards larger values over the course of generations. It also appears that a greater degree of negative reinforcement per action is required. These adjustments, then, are an evolved response to the degree of instability being experienced by the agents and clearly indicate that a greater degree of learning is required in response to increasing instability. Recall our comments regarding the ineffectiveness of the model utilizing small, fixed reinforcement values. The degree of reinforcement utilized in the stable environment may not be appropriate with regard to increasing instability. Optimization, then, demonstrates that it can provide an effective mechanism of adjusting such parameters according to the requirements of the environment.

Thus, our evolution process can complement reinforcement learning by providing both innate, general knowledge regarding the population’s experience of the environment and appropriately adjust the degree of reinforcement learning required in order to modify the agents’ evolved knowledge according to the particular requirements of their environment. The following section provides a more detailed investigation regarding the nature of the evolved knowledge and its interaction with learning.
In the stable environment behaviour and the neural network knowledge that produces it, is similar to that of the evolution model. However, should an agent eat poison then such behaviour can be immediately negatively reinforced, reducing the probability of it occurring throughout the remainder of the agent’s lifetime. This can explain the lower evaluations of innate knowledge that were recorded. That is, innate knowledge is evolved taking it for granted that behaviour such as eating poison will be negatively reinforced. When evaluated without learning, such knowledge is not appropriately modified and, thus, it receives a lower evaluation than fixed, innate knowledge evolved without the presence of learning. This emphasizes our previous statement regarding the evolution of innate knowledge relying on learning to take place and, thereby, potentially hindering the process.

However, learning has clearly been shown to be useful under conditions of instability. Thus, this section is devoted to extracting the nature of our Darwinian evolution and reinforcement learning model’s adaptive ability with regard to the agents’ neural network knowledge, both evolved and learnt, responsible for their effective behaviour in conditions of instability. The following figures represent an agent’s innate and learnt neural network information and its influence on behaviour in the 200th generation of a simulation utilizing the most unstable environment, with fitness consequence reversals occurring after every generation.

We begin by extracting an agent’s innate knowledge regarding green objects.

Figure 7-11 An agent’s neural network containing innate information responsible for mapping visual input regarding green objects to an output action.
Figure 7-11 represents an agent’s innate neural network knowledge used to map visual input regarding green objects to an output action. It translates into the following figure indicating the effect that the position of green objects has on the agents’ actions (Figure 7-12). Remember, the agent’s innate knowledge cannot be evolved to determine whether green or red objects are food or poison, since both objects’ fitness consequences are reversed after every generation. An evolution process, learning at a generation timescale, is limited in its ability to effectively extract such a fast changing regularity. However, it can still produce useful knowledge with regard to such changes.

The above figure indicates that our agent contains innate behaviour to locate green objects, regardless of their fitness consequences. All mappings essentially comply with this strategy. Should the object occur in regions 6, 7, 8 or 9 then right (clockwise) rotations will be chosen, orientating the agent towards the object (region 5) from where it can move forward and locate it. Note that the forward movements of region 1 will place the object in region 9, thereby, also resulting in the above behaviour. Should the object occur in region 4 then the forward movements and leftward rotations will also effectively locate it. Regions 2 and 3 are the only regions that appear to not be directly involved with this strategy. However, the left and right actions associated with these regions will have the ultimate result of placing the object in either region 4 or 1 from where it can be easily located. In addition, the influence of the red object’s position will also likely resolve any stagnation in the agent’s behaviour.

Figure 7-12 The influence green objects on an agent’s initial behaviour.
With regard to red objects the agent demonstrates similar behaviour.

Figure 7-13 An agent’s neural network containing innate information responsible for mapping visual input regarding red objects to an output action.

Figure 7-13 represents an agent’s innate neural network knowledge used to map visual input regarding red objects to an output action. It translates into the following figure (Figure 7-14) indicating the effect that the position of red objects has on an agent’s initial behaviour.

Figure 7-14 The influence of red objects on the agent’s initial behaviour.
The left (anti-clockwise) rotations of regions 3, 2, 1 and 9 will orientate the agent towards the red object (region 4) from where it can move forward and locate it, with the right (clockwise) rotations of region 5 and 6 having the same effect. The agent’s response to the red object occurring in region 7 will be to either move forward or rotate left, both actions bringing the object to region 8. This is the only indecisive region with the agent equally likely to rotate left or right. However, it is unlikely that the red object will remain in this region for any length of time, since the influence of the green object’s position is likely to resolve such situations.

It appears, then, that knowledge has been evolved to complement the ability of our agents to discriminate between green and red objects according to their associated reinforcements. Instead of avoiding one object and locating the other, the agent’s genotype knowledge was altered to produce behaviour that demonstrates a tendency to locate both objects. Individual reinforcements can then be used to appropriately modify this behaviour according to the nature of the objects, food or poison.

The following figures demonstrate how the above agent’s knowledge is altered in response to learning.

![Figure 7-15](image)

Figure 7-15 An agent’s neural network responsible for mapping visual input regarding green objects to an output action – after learning.

Figure 7-15 represents an agent’s neural network knowledge, after learning has occurred, used to map visual input regarding green objects to an output action. It translates into the following figure indicating the effect that the position of green objects now has on the agent’s actions (Figure 7-16).
As a result of learning, negative reinforcement due to the agent locating a green object, that is poison in this particular generation (200th), the agent is no longer inclined to move forward should the object occur in region 5. Note the strong inhibitive connection of –5 from input neuron 5 to the move forward neuron (neuron 2) shown in Figure 7-15. The tendency to rotate right, associated with regions 6 and 7, has also been weakened, since this is also behaviour that was involved in the green object being located. Thus, the agent is less likely to demonstrate behaviour resulting in green objects (poison) being located.
Figure 7-17 represents the agent’s neural network knowledge, after learning has occurred, used to map visual input regarding red objects to an output action.

![Figure 7-17](image)

**Input – 360° vision**

1. 200°-240°
2. 240°-280°
3. 280°-320°
4. 320°-360°
5. 0°-40°
6. 40°-80°
7. 80°-120°
8. 120°-160°
9. 160°-200°

**Output – actions**

1. Rotate Left
2. Move Forward
3. Rotate Right

(rotate left, move forward, rotate right)

It translates into the following figure (Figure 7-18) indicating the effect that the position of red objects now has on the agent’s behaviour.

![Figure 7-18](image)

Figure 7-18 The influence of red objects on the agent’s behaviour after learning.
As is shown by Figure 7-18 the agent has become more inclined, due to positive
reinforcement, to move forward should the red (food in the 200th generation) object
occur in the two regions associated with its frontal vision.

Thus, the agent’s initial, exploratory behaviour was successfully modified, via
positive and negative reinforcements, to allow it to effectively discriminate between
food and poison objects throughout the remainder of its lifetime.

Our evolution process, operating on the genotype to produce useful exploratory
knowledge, and our reinforcement learning process, utilizing and refining the
knowledge, provides an effective complementary relationship between evolution and
learning in order to solve a difficult problem that requires the alternating application
of two different solutions throughout the simulation’s duration. Since our Darwinian
evolution and reinforcement learning model utilizes learning at two different levels,
our agents can assimilate knowledge regarding both required solutions, via evolution,
that can then be activated, via lifetime learning, according to the requirements of their
environment.

Due to the fact that learnt knowledge is not inherited by offspring, providing a
separation between genotype and phenotype knowledge, our agents can effectively
discriminate between food and poison objects within their individual lifetimes in an
environment demonstrating fitness consequence reversals after every generation.

Thus, our evolution processes ability to utilize generations of agents’ experience of
the environment can complement learning by producing general, genotype knowledge
regarding the changes in the environment that can then be further refined according to
the needs of an agent in its particular generation. As a result, the population’s general
experience of the environment, over generations, and the individual’s ability to learn,
within its lifetime, are combined to produce an adaptive quality that either process
alone does not posses.

7.4 Conclusion

Our hybrid Darwinian evolution and reinforcement learning model combines the two
previous models to produce a mechanism capable of learning at both a population and
an individual level. Thus, learning occurs at a genotype level (via evolution) and
phenotype level (via reinforcement learning). This allows regularities at two different
timescales to be extracted, the genotype encoding information influenced by the
experience of the population over many generations and the phenotype encoding
information influenced by the experience of an individual during its lifetime. As a
result knowledge relating to the general characteristics of the environment over many
generations can be maintained in the population’s genotypes with phenotype
(reinforcement) learning being utilized to adapt a particular agent to the particular
characteristics of its environment.

It is shown that the Darwinian evolution and reinforcement learning model makes use
of the separation of learning at a genotype and phenotype level to produce agents that
can effectively deal with the most unstable environments. An analysis of the genotype
reveals it to contain general information that guides the agent’s learning ability. It is
the innate information contained in the agent’s genotype and produced by an evolution process that allows the agents to effectively utilize their individual reinforcement learning ability to discriminate between food and poison objects.

The nature of this knowledge is to produce agents that initially attempt to locate both objects, after which they are appropriately reinforced, thereby effectively learning the relationship between an object and its fitness consequences. This relationship is then “forgotten” in the following generation, with offspring agents returning to their innate knowledge. The advantage being that knowledge, now possibly incorrect, from a previous environment does not need to be unlearnt. Rather, innate knowledge that has been formed from the population’s experience of many environments is utilized to provide the new agents with a general knowledge of their environment that can be further refined through reinforcement learning.

The disadvantage of this model is that it is shown to be less effective in the stable environments than the reinforcement learning model and only equivalent to the evolution model if fixed reinforcements are used, while being a bit worse if the reinforcements are open to optimization. Attempting to optimize reinforcement values is found to be necessary for an effective performance if the environment decays from stable to unstable, since different degrees of learning are required in environments of a different stability. This is found to be problematic in a stable environment as it extends the solution space to a degree that is difficult for the search process to effectively handle. The solution space terrain becomes more difficult to navigate, hampering the search process’s ability to find solutions closer to the optimum.

However, with a view towards adapting in an environment of changing stability it is shown that optimizing the feedback values is useful and necessary, as the degree of reinforcement required varies according to the stability of the environment. In unstable environments the evolution model produces knowledge of a general nature that requires large reinforcements to transform that knowledge into the appropriate solution. In stable environments the evolution process produces innate agent knowledge that needs only small reinforcements to result in improvements, since the evolution process is in itself capable of adapting to such environments with learning playing a smaller role.

Allowing the system to optimize reinforcements provides it with the ability to adapt the degree of individual learning required according to the demands of the environment. As a result, our evolution process can complement reinforcement learning by providing both innate, general knowledge regarding the population’s experience of the environment and appropriately adjust the degree of reinforcement learning required, thereby modifying the agents’ evolved knowledge according to the particular requirements of their environment.

Thus, optimizing reinforcement values in conjunction with a separation of learning at a genotype and phenotype level provides a model that can effectively produce solutions across the range of environments from stable to unstable.
Chapter 8: Design and Evaluation of a Lamarckian Evolution and Reinforcement Learning Model

8.1 Introduction

Under a Lamarckian framework an individual’s learnt knowledge is inherited by its offspring. In nature Lamarckian evolution would be very difficult to achieve, learnt knowledge would need to be genetically encoded. However, for our purposes Lamarckian evolution is a viable problem solving mechanism.

Recall that when we investigated reinforcement learning our agents did not die or reproduce, but simply lived and learnt until the end of the simulation. Learnt knowledge was not lost, but only altered by further learning. The difference with Lamarckian evolution is that it has the ability to reproduce (amplify) fitter solutions, produced by learning, and remove weaker solutions. Thus, learnt knowledge is selected and reproduced, in contrast to our previous evolution models’ reproduction of genotype knowledge produced as a result of mutations.

Learning, then, can be considered another genetic operator, as it has the ability to directly modify knowledge that will be inherited by an agent’s offspring. As a result there is no longer a separation of learning at a genotype and phenotype level. Learnt knowledge is maintained and strengthened via the processes of selection and reproduction. Thus, the individual’s experience of the environment and the knowledge it gains has a far stronger influence on the population over the generations.

The result is that useful knowledge that is consistent with an individual’s experience of the environment and the population’s experience over generations can be far more effectively discovered. However, such combinations can also compromise the global and local search characteristics of evolution and learning. That is, an over emphasis on local search (the individuals’ learning ability) can be detrimental to global search characteristics (the population’s learning ability as a result of evolution), leading to a premature convergence of the population towards learnt solutions. In addition, should the experience of the individual differ markedly in nature from that of the population’s previous experience over many generations then the ability to maintain useful, general knowledge regarding the environment may be compromised.

Thus, it is our objective to examine how effective such characteristics of a Lamarckian evolution and reinforcement learning model are in adapting to an environment of increasing instability.

The following presents our:

- Design of a Lamarckian evolution and reinforcement learning model with a view towards maximizing its ability to produce adaptive agents in an initially stable environment that becomes increasingly unstable.
- Evaluate the effectiveness and adaptive nature of the model with a view towards extracting the advantages and limitations of such models in dealing with stable environments that become increasingly unstable.
8.2 Design

Our agents already have all the necessary attributes to achieve Lamarckian evolution. All that is required is that our offspring agents’ learnable weight values be set equal to their parents’ learnt weight values. Reinforcement learning is then applied to these weight values and the process repeated. Thus, offspring start off life from where their parents ended it, except they may also be further mutated.

With regard to optimising reinforcement feedback parameters, this is done as before. The parameters are included in the agent’s description and altered via mutations. Those agents that contain the appropriate values, to the benefit of learning and, thus, the agent’s fitness, accrue greater probabilities of selection and reproduction. As a result of such selective pressure the reinforcement feedback parameters can be moved towards more effective values (refer to appendix L for data concerning the appropriate degree of change – ±0.7 for food/poison feedback and ±0.005 for feedback per action was utilized for this model). Thus, our Lamarckian evolution and reinforcement learning model can also adjust the degree of learning required according to the nature of the simulation.

This model, then, is essentially equivalent to the previous model, except that the offspring agents inherit their parents’ learnt knowledge. However, this learning is of a different nature and, therefore, requires different feedback parameters in order to maximize the model’s effectiveness.

8.2.1 Simulation Framework and Parameters

Our Lamarckian evolution and reinforcement learning model is applied utilizing the same simulation framework as our previous models.

The important constants are:
- A generation lifetime of 500
- A simulation length of 200 generations
- A population of 25
- 1 food object in the world at any time
- 1 poison object in the world at any time
- 30 trials per sample

As was the case with the Darwinian evolution and reinforcement learning model, several options need to be explored to effectively evaluate our Lamarckian model. We can use fixed reinforcement values in conjunction with a fixed mutation rate, an individual mutation rate that is allowed to self-optimize or no individual neural network mutations at all, since reinforcement learning can now be considered a genetic operator. We can also allow the reinforcement values to be adjusted in conjunction with the previous options.

However, in order to choose effective fixed reinforcement feedback values we utilized no neural network mutations at all, since it was considered likely that the undirected neural network mutations would not be of any benefit to the directed process of reinforcement learning. In fact, our experiments evaluating the model using no neural
network mutations, using a fixed degree of mutations and allowing this degree to be optimized do indicate that mutations are no longer of any use in producing effective neural network knowledge. Having being overridden by the reinforcement learning process.

Based on the data of appendix K, the fixed reinforcement feedback values used are: 3, -3 and –0.019 for locating food, poison and per action, respectively. These are used in conjunction with a fixed mutation rate, an individual mutation rate that is allowed to self-optimize and no individual neural network mutations at all, in order to evaluate our Lamarckian evolution and reinforcement learning model’s response to an initially stable environment that becomes increasingly unstable. Experiments that adjust the reinforcements in conjunction with fixed mutation rates, an individual mutation rate that is allowed to self-optimize and no individual neural network mutations at all were also performed. Refer to appendix M for complete data regarding these experiments.

The most successful of these options – using no mutations and fixed reinforcements of 3, -3 and –0.019 for locating food, poison and per action, respectively, were utilized to evaluate our Lamarckian evolution and reinforcement learning model.
8.3 Evaluation of Our Lamarckian Evolution and Reinforcement Learning Model

8.3.1 Performance in Stable to Unstable Environments

8.3.1.1 Overview

The following presents our Lamarckian evolution and reinforcement learning model’s performance in response to differing levels of environmental stability, ranging from stable to highly unstable.

As shown by Figure 8-1, our Lamarckian evolution and reinforcement learning model’s performance does decay into ineffectiveness in response to the most unstable environments, beyond fitness consequence reversals every 7 generations. However, note the high average fitness area scores produced in response to the more stable conditions. They are all greater than that of the Darwinian evolution and reinforcement learning model, with the average fitness area levels produced in the most stable environment being a full 1000 points greater. For a more complete comparison refer to chapter 10.

It appears, then, that the model can effectively deal with the increasing instability to a large degree, but ultimately its performance rapidly declines into ineffectiveness.

The following provides details regarding the model’s performance in response to several different degrees of environmental stability.

As before, average fitness area scores are presented, since they are considered to be the most informative in terms of consistency of performance. Refer to appendix M for complete data regarding the other performance measures.

As shown by Figure 8-1, our Lamarckian evolution and reinforcement learning model’s performance does decay into ineffectiveness in response to the most unstable environments, beyond fitness consequence reversals every 7 generations. However, note the high average fitness area scores produced in response to the more stable conditions. They are all greater than that of the Darwinian evolution and reinforcement learning model, with the average fitness area levels produced in the most stable environment being a full 1000 points greater. For a more complete comparison refer to chapter 10.

It appears, then, that the model can effectively deal with the increasing instability to a large degree, but ultimately its performance rapidly declines into ineffectiveness.

The following provides details regarding the model’s performance in response to several different degrees of environmental stability.
8.3.1.2 Performance Details

8.3.1.2.1 Stable Environment

It is immediately apparent that the learning speed of this model is highly effective in the stable environment (Figure 8-2). Within a few generations maximum fitness levels are being produced that are greater than those of the evolution and Darwinian evolution and reinforcement learning model over the entire course of their simulation. The reinforcement learning model comes close to these levels, but only after about 75 generations have elapsed. Clearly, selection and reproduction of learnt knowledge, produced as a result of reinforcements, can dramatically improve adaptation time in response to the stable environment.

8.3.1.2.2 Fitness Consequence Alternations Every 25 Generations

It is immediately apparent that the learning speed of this model is highly effective in the stable environment (Figure 8-2). Within a few generations maximum fitness levels are being produced that are greater than those of the evolution and Darwinian evolution and reinforcement learning model over the entire course of their simulation. The reinforcement learning model comes close to these levels, but only after about 75 generations have elapsed. Clearly, selection and reproduction of learnt knowledge, produced as a result of reinforcements, can dramatically improve adaptation time in response to the stable environment.
Increasing the level of instability in the environment, by utilizing fitness consequence reversals every 25 generations (Figure 8-3), does not appear to hinder the model’s ability to produce effective fitness levels. Note that, even though offspring agents inherit incorrect solutions, these are quickly unlearnt and the correct solution relearnt within a few generations to produce peak fitness levels almost equivalent to those achieved in the stable environment. Although the changes produce a large drop in fitness levels, this is quickly remedied by the model’s rapid unlearning/relearning time.

8.3.1.2.3 Fitness Consequence Alternations Every 7 Generations

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum fitness reached</td>
<td>13.469967</td>
</tr>
<tr>
<td>Maximum average fitness reached</td>
<td>7.132</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>1.91207</td>
</tr>
<tr>
<td>Average maximum fitness reached per tick</td>
<td>3.492</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>0.3254</td>
</tr>
<tr>
<td>Average fitness area</td>
<td>502.505</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>95.03841</td>
</tr>
</tbody>
</table>

Figure 8-4 The Lamarckian evolution and reinforcement learning model’s performance in an environment with fitness consequence alternations every 7 generations.

At a level of instability utilizing fitness consequence reversals every 7 generations (Figure 8-4), the model still maintains its ability to produce high peak fitness levels greater than those of the other models in the equivalent environment. However, the performance of the model is now of a highly oscillating nature. Although still producing a high average fitness area score, indicating the degree to which food is being consumed as compared to poison over the full course of the simulation, it does not demonstrate the stability of the Darwinian evolution and reinforcement learning model. The Lamarckian evolution model is limited by short periods of ineffectiveness after every fitness consequence reversal, since it cannot effectively assimilate knowledge regarding such changes and thereby limit their impact. Instead, offspring inherit incorrect solutions resulting in negative fitness scores being produced. In addition, the slightly improving peak average fitness levels of Figure 8-4 occur at the cost of producing larger negative average fitness scores. Thus, rather than adapting to increasing instability, it is the model’s effective unlearning/relearning ability that produces its high fitness measures. However, since the model cannot assimilate the environment’s changes, it produces a highly oscillating performance unlike the previous model’s ability to produce consistently increasing positive fitness scores in response to the same conditions. These limitations of the model’s adaptive nature become more apparent in response to increasing levels of instability.
In response to the most unstable conditions the model’s performance is completely ineffective, producing the worst average fitness area score (-37.1733) of all the models (Figure 8-5). At this level of instability the fitness consequence reversals are occurring at a frequency that is beyond the capabilities of the model’s unlearning/relearning effectiveness. Thus, the inheritance of learnt knowledge, overemphasising the experience of particular agents in a particular generation, has ultimately become disruptive to their adaptive ability. Although highly effective under stable conditions and moderate levels of instability, the Lamarckian model’s effectiveness is limited in response to the most unstable conditions.

In contrast, the Darwinian model maintains both the population’s ability to extract knowledge regarding the environment, over many generations, and the agents’ individual ability to learn, within their lifetime, to produce a learning process that can effectively adapt to the most unstable conditions. Recall the constant, stable growth demonstrated by that model in response to this level of instability.

Thus, under a Lamarckian framework the population’s general experience of the environment can be compromised by that of the individual’s. In stable environments, where the individual’s experience is consistent with that of the population’s, this adaptive nature of Lamarckian evolution can prove beneficial. However, in response to increasing levels of change it can ultimately become a disadvantage.
8.3.2 Adaptive Behaviour and Neural Network Knowledge

Our Lamarckian agents’ behaviour and neural network knowledge is very much like that of the reinforcement learning model, since it makes use of the same fundamental learning operator. However, due to the processes of selection and reproduction, correctly reinforced agents are now produced at a much faster rate, i.e., within 15 generations as compared to about 75 generations using the reinforcement learning model. As a result, the Lamarckian model can cope more effectively with increasing levels of instability. Ultimately, though, an equivalently ineffective performance is produced in the most unstable environment.

8.4 Conclusion

Our Lamarckian evolution and reinforcement learning model is shown to demonstrate adaptive characteristics that are highly effective in response to the stable environments. Selection and reproduction combined with reinforcement learning creates a model that has the ability to utilize useful knowledge produced by reinforcements, as opposed to random mutations, to accelerate the search process. Since mutations are undirected, a superior performance in stable environments can be produced using reinforcement learning as a more informative genetic operator. This also results in the Lamarckian evolution and reinforcement learning model demonstrating an exceptional ability to unlearn incorrect knowledge and relearn correct solutions in response to changes in an environment’s characteristics. However, unlike the Darwinian model, it is incapable of assimilating knowledge regarding such changes in order to improve its effectiveness over the course of generations. As a result, its high levels of effectiveness ultimately and rapidly decay in the environments utilizing the highest levels of instability.

As is the case with the evolution model and the reinforcement learning model, our Lamarckian evolution and reinforcement learning model is fundamentally flawed in dealing with highly unstable environments. Solutions are produced that need to be unlearnt as soon as the environment changes. Therefore, our Lamarckian evolution and reinforcement learning model is unable to adapt to the most unstable environments tested while being highly effective in dealing with the more stable environments.

Since our previous conclusions indicate that Darwinian and Lamarckian evolution models have adaptive characteristics that are ideally suited towards particular situations, work was performed to investigate the potential of combining both forms of evolution. The following presents our design of hybrid Darwinian/Lamarckian models that combine the advantages of both Lamarckian and Darwinian evolution with the objective of producing a model demonstrating greater adaptability to both stable environments and in response to increasing levels of instability.
9.1 Introduction

Hybrid Darwinian/Lamarckian evolution model can be designed to incorporate degrees of inheritance or non-inheritance of learnt knowledge in the population’s agents. Related work, previously described in section 3.8, has been performed to investigate the usefulness of such agents and populations that are partially Lamarckian and Darwinian. Work by Sasaki and Tokoro [Sasaki and Tokoro, 1999] utilized agents incorporating an heredity rate that determines the degree to which they inherit the learnt knowledge of their parents. It was found that fully Lamarckian agents were the most successful in adapting to stable environments while fully Darwinian agents were the most successful under dynamic conditions. Other work by Houck, Joines, Kay and Wilson [Houck, Joines, Kay and Wilson, 1997] utilized a heterogeneous population of both Lamarckian and Darwinian individuals to provide a certain degree of inheritance and non-inheritance in the population. For example, 50% of the population could be Lamarckian while the other 50% is Darwinian. Various rates of Lamarckism and Darwinism were investigated, ranging from completely Darwinian populations to completely Lamarckian populations, in response to a number of test problems. This investigation found that a strategy utilizing a 20% to 40% partially Lamarckian population produced the most successful performances across the entire set of test problems, thus indicating the potential benefits of such hybrid strategies.

Our approach investigates the use of four different strategies combining Lamarckism and Darwinism, emphasizing the ability to optimize the degree of inheritance occurring in the population according to the requirements of the environment. Since the effectiveness of differing degrees of inheritance depends on the nature of the environment, it is advocated that such methods can improve adaptability in response to environments of changing stability.

The following presents our:

- Design of several hybrid Darwinian/Lamarckian evolution and reinforcement learning models with a view towards maximizing their ability to produce adaptive agents in an initially stable environment that becomes increasingly unstable.
- Evaluation of the effectiveness and adaptive nature of the models with a view towards extracting the advantages and limitations of such models in dealing with stable environments that become increasingly unstable.
9.2 Heterogeneous Population Model

Our first model utilizes a heterogeneous population of both Lamarckian and Darwinian agents in conjunction with the ability to mutate the agents’ Darwinian or Lamarckian nature. That is, Darwinian agents can be mutated to become Lamarckian agents and vice-versa. As a result, the degree of inheritance or non-inheritance can be optimized according to the characteristics of the environment.

9.2.1 Design

The requirements of our model are:

- A heterogeneous population of agents.
- The ability to optimize the Lamarckian and Darwinian nature of the population according to the characteristics of the environment.

9.2.1.1 Heterogeneous Population of Agents

Our hybrid model utilizes a population consisting of both Darwinian and Lamarckian agents. To achieve this each agent is assigned an extra attribute (gene) defining the nature of its inheritance. This attribute is utilized to initialize the population to be either 100% Darwinian, 100% Lamarckian or a mixture of both by randomly initializing each agent as either Darwinian or Lamarckian.

At the end of each generation our model examines the attribute to determine whether a selected agent is Lamarckian and should produce offspring that inherits their learnt knowledge or whether it is Darwinian and should produce offspring that inherits the knowledge contained in their genotypes. Thus, as a result of selection, Darwinian or Lamarckian agents can be reproduced in response to the adaptive requirements of the environment. This is in contrast to the previously mentioned work that maintains a fixed level of Darwinian and Lamarckian evolution in the population. Our approach provides the ability to optimize the degree of either type of evolution according to the success of the agents in response to the environment’s conditions.

9.2.1.2 Optimization

Optimization is achieved by allowing the agents’ Darwinian/Lamarckian genes to be mutated. Should an agent be chosen for mutation, with a probability determined by the population mutation rate, then the agent is designated a 1/population size probability of being changed to its converse evolutionary type. Since the utilized population mutation rate is quite high (0.8), this is sufficient to maintain at least one Darwinian or Lamarckian agent in the population at any time. This ensures that diversity can be maintained and, thus, either form of evolution is always available for selection should circumstances require change.
9.2.1.3 Simulation Framework and Parameters

Our hybrid Darwinian/Lamarckian heterogeneous population model is applied utilizing the same simulation framework as our previous models.

The important constants are:
- A generation lifetime of 500
- A simulation length of 200 generations
- A population of 25
- 1 food object in the world at any time
- 1 poison object in the world at any time
- 30 trials per sample

The following evaluation utilizes agents that are randomly initialized as either Darwinian or Lamarckian, thereby providing a population that initially consists of roughly 50% of either type. Thus, the population is not biased towards either a Lamarckian or Darwinian nature, allowing it to be quickly optimized towards the required degree of inheritance appropriate to the conditions of the environment – from stable to unstable.

Reinforcement feedback values of 3, -3 and –0.019 are utilized for locating food, poison and per action, respectively. These are equivalent to those of the Lamarckian model, found to be highly successful in the initially stable environment. Experiments were conducted to evaluate the benefits of allowing these values to be adjusted, should the more unstable environments require different feedback values. However, optimization was found to be unnecessary, since these fixed values are highly effective in the stable environment and in response to increasing levels of instability, complementing both the Lamarckian agents ability to adapt to the sable environment and the Darwinian agents ability to adapt to the unstable environments.

Optimizing the individual’s mutation rate was also found to be unnecessary, slightly superior results being produced using a population mutation rate of 0.8 and a fixed individual mutation rate of 0.1. Refer to appendix N for complete data regarding these experiments.

The following, then, presents an evaluation of our hybrid Darwinian/Lamarckian evolution and reinforcement learning model utilizing fixed reinforcement values of 3, -3 and –0.019 for locating food, poison and per action, respectively, with a population mutation rate of 0.8 and a fixed individual mutation rate of 0.1. The population’s agents are randomly initialized as either Darwinian or Lamarckian, providing an initial heterogeneous population that can then be adjusted according to the requirements of the environment.
9.2.2 Evaluation of Our Heterogeneous Population Model

9.2.2.1 Performance in Stable to Unstable Environments

This model proves to be highly useful in adapting to environments that undergo changes in stability.

9.2.2.1.1 Overview

The following presents our hybrid Darwinian/Lamarckian heterogeneous population model’s performance in response to differing levels of environmental stability, ranging from stable to highly unstable. Refer to appendix N for complete data regarding this evaluation.

As shown by Figure 9-1, this model is highly effective in response to all levels of stability. Its performance across the range of environments is equivalent to that of the best performances produced by the Darwinian and Lamarckian models. This is possible as the model combines the advantages of both Lamarckian and Darwinian evolution by utilizing a heterogeneous population that can be optimized according to the requirements of the environment. Thus, it can appropriately adapt to both stable and unstable conditions.

Note that the above performance levels are typically Lamarckian in nature until a level of instability utilizing fitness consequence alternations every 7 generations has been reached. Beyond this level of instability the performance levels become Darwinian in nature – recall the Lamarckian models inability to adapt to the most unstable environments.

Figure 9-1 Average fitness area scores produced by our hybrid Darwinian/Lamarckian heterogeneous population model in stable to highly unstable environments.
9.2.2.1.2 Performance Details

The following performance details provide information as to the degree of Lamarckian and Darwinian evolution being utilized in response to several different stability levels.

9.2.2.1.2.1 Stable Environment

The above performance is clearly Lamarckian in nature, producing peak fitness levels within a few generations. This is explained by the bottom graph, indicating that Lamarckian agents come to quickly dominate the population within those first few generations. The Lamarckian agents’ exceptional learning time, under stable conditions, is immediately selected for, changing the initial population consisting of equal numbers of Darwinian and Lamarckian agents to one that is dominated by the latter.

However, once peak fitness levels have been produced the population gradually progresses towards an equilibrium of both Darwinian and Lamarckian agents, indicating that a selective pressure towards Lamarckian agents no longer exists, since effective solutions have already been found and both Lamarckian and Darwinian agents are capable of maintaining these solutions. Thus, optimization is shown to
effectively adjust the nature of the agents’ evolution according to the conditions of the environment and the stage of adaptation.

### 9.2.2.1.2.2 Fitness Consequence Alternations Every 25 Generations

![Figure 9-3 The heterogeneous population model’s performance in an environment with fitness consequence alternations every 25 generations.](image)

The above performance of Figure 9-3 is also typically Lamarckian. With reference to the bottom graph, it is quite clear that high levels of Lamarckian agents are maintained throughout the simulation. Under these conditions it seems that the increasing levels of instability require a more consistent use of Lamarckian evolution. This reinforces our previous conclusion that Lamarckian evolution does appear to maintain its effectiveness in response to a certain degree of increased instability. Note that the Lamarckian agents decrease in number as adaptation occurs with an immediate increase occurring after every fitness consequence reversal. This emphasizes both the effectiveness of Lamarckian evolution to deal with a change in conditions and the ability of our optimization technique to make use of the available options (Darwinian or Lamarckian agents) to appropriately react to the conditions of the environment throughout the course of the simulation.

This continues to be the case utilizing an environment with fitness consequence reversals every 7 generations.
9.2.2.1.2.3 Fitness Consequence Alternations Every 7 Generations

Once again Lamarckian agents are favoured, producing the highly oscillating fitness performance typical of the Lamarckian model. Recall that at this level of instability the Darwinian evolution model was beginning to show signs of stability and growth. However, even though the Lamarckian agents are prone to short periods of ineffectiveness, producing negative fitness scores, they are still favoured by selection over Darwinian agents. As a result, Lamarckian agents once again dominate the population over the course of the simulation. This is consistent with previous results indicating the superiority of the Lamarckian model at this level of stability.

The nature of our population changes quite rapidly, though, in response to further increases in instability.
9.2.2.1.2.4 Fitness Consequence Alternations After Every Generation

Figure 9-5 reveals that at the highest level of instability a Darwinian nature is clearly preferred. Agents utilizing population or generation level learning in conjunction with individual learning can appropriately adapt to such conditions and are, therefore, selected. As a result, Darwinian agents come to quickly dominate the population, producing solutions that demonstrate steadily increasing fitness levels under conditions of extreme instability.

Thus, in response to the highest levels of instability, the advantages of Darwinian evolution are selected to provide effective solutions not possible under a Lamarckian framework. In response to the stable and moderately unstable conditions the model utilizes evolution of a Lamarckian nature. Therefore, our hybrid Darwinian/Lamarckian heterogeneous population model demonstrates the ability to utilize either form of evolution as the situation demands.
9.3 Darwinian/Lamarckian Connection Model

Our second model utilizes neural network connections that can be of both a Lamarckian or Darwinian nature. A Lamarckian connection inherits the learnt changes to their ancestor connection’s weight while a Darwinian connection inherits the innate (genotype) weight of their ancestor connection. Thus, the agents can possess neural networks that are both Lamarckian and Darwinian in nature.

Optimization is provided to modify the nature of the connections appropriate to the environment’s characteristics.

9.3.1 Design

The requirements of our Darwinian/Lamarckian connection model are:
- Neural network connections that can be of either a Lamarckian or Darwinian nature.
- The ability to optimize such connections according to the requirements of the environment.

9.3.1.1 Darwinian/Lamarckian Neural Network Connections

Each connection is assigned an extra attribute (gene) determining its Lamarckian or Darwinian nature. At the end of each generation our model examines this attribute to determine whether an offspring connection was produced from a Lamarckian parent connection and should inherit the learnt knowledge of its ancestor connection or whether its parent connection was Darwinian and should inherit its ancestor connection’s innate (genotype) knowledge. Thus, Darwinian or Lamarckian connections can be selected and reproduced according to the effectiveness of the role they play in the agents’ neural networks adaptation to the environment. This, then, provides each agent with a neural network consisting of connections that can be of either a Lamarckian or Darwinian nature.

9.3.1.2 Optimization

Each connection can have its Darwinian or Lamarckian nature mutated to become its converse. As before, agents are chosen for mutation with a probability determined by the population mutation rate with each neural network connection then being chosen with a probability determined by the individual mutation rate. The chosen connections are mutated to become their converse. Thus, various configurations of Lamarckian and Darwinian connections can be evaluated (via selection) and reproduced according to their success in the environment.
9.3.1.3 Simulation Framework and Parameters

Our hybrid Darwinian/Lamarckian connection model is applied utilizing the same simulation framework as our previous models.

The important constants are:
- A generation lifetime of 500
- A simulation length of 200 generations
- A population of 25
- 1 food object in the world at any time
- 1 poison object in the world at any time
- 30 trials per sample

The following evaluation utilizes connections that are randomly initialized as either Darwinian or Lamarckian. Thus, the agents’ neural networks are not initially biased towards either a Lamarckian or Darwinian nature.

The previous reinforcement feedback values of 3, -3 and -0.019 are utilized for locating food, poison and per action, respectively, since these have been found to be highly successful in the initially stable environment, complementing an effective Lamarckian nature. The previous results demonstrate that these values are also highly compatible with agents demonstrating a Darwinian nature in unstable environments. Thus, it is the task of this model to utilize these values to provide an effective performance in the environment, from stable to unstable conditions.

As before, we also performed experiments to evaluate the potential benefits of allowing these values to be adjusted, via optimization. However, fixed reinforcements were found to provide the most effective results in conjunction with an individual mutation rate that is allowed to self-optimize. Refer to appendix O for complete data concerning the other options.
9.3.2 Evaluation of Our Darwinian/Lamarckian Connection Model

9.3.2.1 Performance in Stable to Unstable Environments

9.3.2.1.1 Overview

The following provides an evaluation of our Darwinian/Lamarckian connection model utilizing fixed reinforcements of 3, -3 and –0.019 for locating food, poison and per action, respectively, with a population mutation rate of 0.8 and an individual mutation rate that is allowed to optimize. Refer to appendix O for complete data regarding this evaluation and the model’s performance utilizing the other experimental options.

Our hybrid Darwinian/Lamarckian connection model provides a reasonably adequate performance in response to the environment’s conditions, from stable to unstable (Figure 9-6). Although it is clearly less effective than the previous model, it does demonstrate a certain level of adaptability to the most unstable environments. In this regard it is superior to our evolution, reinforcement learning and Lamarckian models. However, it does appear that utilizing connections that are either Lamarckian or Darwinian does not provide a highly effective degree of adaptation to our examined problem. Although solutions of an equivalent nature to those of the previous hybrid model and the Darwinian model are possible, extending the solution space by requiring that each connection be correctly configured (Lamarckian or Darwinian) may be responsible for hindering the search processes ability.

Another disadvantage of our Darwinian/Lamarckian connection model is the brittle nature of each connection’s degree of inheritance. That is, they are either Lamarckian or Darwinian. Thus, mutating a connection’s inheritance nature can radically alter its functioning in relation to the solution being applied.

This does not mean to say that such models do not posses potential advantages, utilizing neural networks consisting of both Lamarckian and Darwinian components
may be a useful approach to solving certain kinds of problems. However, in response to the examined problem this model appears to be of little benefit.

A potential means of improving the model may be to incorporate connections that can utilize degrees of inheritance, from 100% Darwinian to 100% Lamarckian, thereby solving this model’s brittle nature. Our model implementing such a technique is discussed in section 9.5. The next section, though, discusses our work utilizing neural networks that are capable of inheriting the learnt knowledge of their parents according to various degrees.
9.4 Global Degree of Neural Network Inheritance Model

Our third Lamarckian/Darwinian model utilizes connections that inherit the learnt knowledge of their ancestors according to a certain, globally specified degree. Thus, the connections are not merely Darwinian or Lamarckian, but can also demonstrate the ability to partially inherit the learnt changes of their parent connections.

The degree of inheritance is global in the sense that all connections in an agent’s neural network inherit the learnt knowledge of their ancestor connections to an equivalent extent, determined by a single inheritance parameter. This inheritance parameter is included as a gene in our agents’ description and is, thus, open to optimization providing our agents with the ability to adjust their degree of inheritance appropriate to the nature of the environment.

9.4.1 Design

The requirements of our global degree of neural network inheritance model are:

- Neural network connections that possess the ability to inherit learnt knowledge according to a degree determined by a global inheritance parameter.
- The ability to optimize this parameter to provide the appropriate degree of inheritance in response to the nature of the environment.

9.4.1.1 Partially Darwinian/Lamarckian Neural Network Connections

Our neural network connections inherit the learnt knowledge of their ancestors according to the following function:

\[ W_o = W_i + I_g (W_l - W_i) \]

where \( W_o \) is the weight of the offspring connection, \( W_i \) is the innate weight of the parent connection, \( W_l \) is the learnt weight of the parent connection and \( I_g \) is the neural network’s global degree of inheritance parameter.

Thus, offspring connections inherit the learnt changes of their parent connections to an extent determined by a global degree of inheritance parameter associated with each neural network.

9.4.1.2 Optimization

To provide optimization this parameter is included as a gene in our agents’ description. Thus, it is available to the processes of selection and mutation.

As before, agents are chosen for mutation with a probability depending on the population mutation rate. Should an agent be chosen then its global degree of inheritance gene is mutated according to the following:
\[
\Delta \text{global degree of inheritance parameter} = \begin{cases} 
  x & \text{if a random digit is 0} \\
  0 & \text{if the random digit is 1} \\
  -x & \text{if the random digit is 2}
\end{cases}
\]

where x is a small, constant value.

Our global degree of inheritance parameter is allowed to move in the range 0…1, with a degree of change (x) of 0.1 to provide adequate movement and a sufficient range of inheritance. Thus, our agents can be anything from 100% Darwinian to 100% Lamarckian, with the appropriate degree of inheritance being determined by the selective pressure of the environment.

### 9.4.1.3 Simulation Framework and Parameters

Our hybrid Darwinian/Lamarckian global degree of neural network inheritance model is applied utilizing the same simulation framework as our previous models.

The important constants are:
- A generation lifetime of 500
- A simulation length of 200 generations
- A population of 25
- 1 food object in the world at any time
- 1 poison object in the world at any time
- 30 trials per sample

The following evaluation utilizes agents that possess a global degree of inheritance parameter initialized to 0.5. Thus, their neural networks are initialized to inherit half the learnt changes of their parents’ neural networks. This provides a useful midpoint value that can be further optimized according to the particular conditions of the environment.

Once again, the previous reinforcement feedback values of 3, -3 and –0.019 are utilized for locating food, poison and per action, respectively, since these have been found to complement the effectiveness of Lamarckian evolution in the initially stable environment. It is up to our model to select its Lamarckian nature in order to make effective use of these parameters in the initially stable environment and to demonstrate its adaptive capabilities in response to increasing levels of instability.

As before, we also performed experiments to evaluate the potential benefits of allowing these parameters to be adjusted, via optimization, should changes in stability require different values. The most effective performance, though, was produced utilizing the fixed reinforcement feedback values of 3, -3 and –0.019, for locating food, poison and per action, respectively, with a population mutation rate of 0.8 and a fixed individual mutation rate of 0.1. This performance is presented in the following evaluation. Refer to appendix P for complete data regarding this evaluation and the other options.
9.4.2 Evaluation of Our Global Degree of Neural Network Inheritance Model

9.4.2.1 Performance in Stable to Unstable Environments

9.4.2.1.1 Overview

Figure 9-7 demonstrates that our Darwinian/Lamarckian global degree of neural network inheritance model is also highly effective in dealing with increasing levels of instability. In fact, it can be considered the most effective of our Darwinian/Lamarckian hybrid models, producing average fitness area levels above 400 in the four most unstable environments. Note that these levels are maintained with no further degradation of performance in response to the highest levels of instability. Thus, demonstrating this model’s ability to assimilate increasing instability, thereby maintaining its high performance levels.

Clearly, then, this model effectively utilizes the abilities of both Darwinian and Lamarckian evolution, maximizing its ability to adapt to the environment’s conditions from stable to unstable.

The following provides details regarding this model’s performance in response to several degrees of stability.
9.4.2.1.2 Performance Details

9.4.2.1.2.1 Stable Environment

Our global connection degree of inheritance model demonstrates a typically Lamarckian performance in the stable environment, quickly reaching peak fitness levels within a few generations (Figure 9-8). Also shown in the figure above is a graph of the average global degree of inheritance occurring in the population. This is an average measure of the degree to which the agents’ neural networks are inheriting the learnt knowledge of their parents. Like each agent’s neural network, the average degree of inheritance occurring can range between 0 (100% Darwinian) and 1 (100% Lamarckian). Note that this measure quickly rises within a few generations from its initial value of 0.5 to reach a maximum level for the simulation, after which it once again decreases towards the midpoint value. This reflects the initial degree of Lamarckian evolution required to produce the peak performance levels. Once effective solutions have been produced it appears that the agents high degree of Lamarckian inheritance is no longer needed. Instead the decreasing average global degree of inheritance indicates that agents are being selected for a lower degree of inheritance, finally settling towards a 50% Lamarckian/Darwinian nature. Thus, even though the environment is stable it appears that agents demonstrating a 100% Lamarckian nature will not necessarily dominate throughout the simulation, although a high degree of Lamarckian inheritance is clearly needed in the earlier stages of adaptation.

The following reveals how this adaptive ability is utilized under increasing levels of instability.
9.4.2.1.2.2 Fitness Consequence Alternations Every 25 Generations

Our model’s performance in response to fitness consequence reversals every 25 generations is also of a Lamarckian nature (Figure 9-9). After 50 generations the agents’ average global degree of inheritance has risen to a maximum level indicating a high degree of Lamarckian inheritance. This level is then maintained throughout the rest of the simulation in response to the continuing fitness consequence reversals. Thus, an essentially Lamarckian nature is utilized throughout the simulation in order to effectively adapt to this level of instability. This is consistent with our previous results indicating the superiority of Lamarckian evolution in the more stable environments.

The situation does change, though, in response to the more unstable environments.
9.4.2.1.2.3 Fitness Consequence alternations Every 7 generations

The data above (Figure 9-10) indicates that our model initially prefers agents demonstrating a higher degree of Lamarckian inheritance than the starting level of 0.5. However, the highest levels of Lamarckian inheritance are not maintained and slowly decline over the course of the simulation, ultimately producing an average global degree of inheritance of around 0.5. This is in contrast to our heterogeneous population model that maintained high levels of Lamarckian agents throughout the simulation in response to the same level of instability. It appears, then, that this model is making use of its ability to produce agents that utilize a partial degree of inheritance in response to the conditions of this environment, producing an average fitness area of 526.936 as compared to the heterogeneous population model’s average fitness area of 407.929.

Recall that our heterogeneous population model utilizes agents that are either Darwinian or Lamarckian and, thus, cannot produce agents that make use of partial inheritance. In contrast our global connection degree of inheritance model can, allowing it to produce solutions that exist in the range between 100% Darwinism and 100% Lamarckism. As the above results indicate this can prove to be a useful ability.

It appears to also have advantages in response to the most unstable environment.
9.4.2.1.2.4 Fitness Consequence Reversals After Every Generation

The above figure (Figure 9-11) presents our global connection degree of inheritance model’s performance in the most unstable environment. This is the most effective performance of all the models, producing a stable and constant growth in fitness levels.

Note that the average global degree of inheritance measure declines quite rapidly to reflect the increasingly Darwinian nature of the population’s agents and these levels are maintained throughout the rest of the simulation. Recall that the heterogeneous population model’s performance reflected a similar nature, quickly producing a population dominated by Darwinian agents. However, our global connection degree of inheritance model does appear to be superior, producing more effective fitness measures. It appears that the capability of the agents to gradually alter their degree of inheritance benefits their evolution towards more effective solutions. As a result, this model demonstrates the ability to effectively move from its initial midpoint inheritance value of 0.5 to a Darwinian nature of inheritance in order to adapt to the most unstable environment.

In conclusion then, this model demonstrates the ability to utilize the appropriate degree of inheritance according to the requirements of the environment, gradually optimizing the degree of inheritance required in the range between a 100% Lamarckian nature to a 100% Darwinian nature. Thus, the model can effectively adapt to changes in stability from the most stable environments to the most unstable.
9.5 Local Degree of Connection Inheritance Model

Our last Darwinian/Lamarckian model utilizes connections that inherit the learnt knowledge of their ancestors according to their own individual degree. Thus, the connections are of a similar nature to the previous model, demonstrating the ability to partially inherit the previously learnt knowledge of their parents. However, the degree to which they inherit learnt knowledge is unique to each connection. This is achieved by assigning each connection a local degree of inheritance parameter.

These parameters are included as genes in the agents’ description and are, thus, also open to the processes of selection and mutation, providing the model with the ability to optimize each connection’s degree of inheritance according to the requirements of the environment. Thus, our agents posses neural networks consisting of connections that are capable of inheriting the learnt knowledge of their parent connections to differing degrees, as determined by an inheritance parameter local to each connection.

9.5.1 Design

The requirements of our local connection degree of inheritance model are:

- Neural network connections that posses the ability to inherit learnt knowledge according to a degree determined by a local inheritance parameter.
- The ability to optimize this parameter to provide the appropriate degree of inheritance per connection in response to the nature of the environment.

9.5.1.1 Local Degree of Inheritance per Connection

Our connections are of the same nature to that of the previous model except that they now contain their degree of inheritance as a local parameter. Thus, their inheritance function becomes:

\[ W_o = W_i + I_l (W_l - W_i) \]

where \( W_o \) is the weight of the offspring connection, \( W_i \) is the innate weight of the parent connection, \( W_l \) is the learnt weight of the parent connection and \( I_l \) is the local degree of inheritance parameter.

9.5.1.2 Optimization

Since each connection now contains a gene describing the degree of its inheritance, this aspect of its functioning is available to selection and mutation, thereby providing the capability for optimization.

Should an agent be chosen for mutation then its neural network connections’ degree of inheritance parameters may be selected for mutation according to a probability determined by the individual mutation rate.
Each connection’s local degree of inheritance is then mutated according to:

\[
\Delta \text{local degree of inheritance parameter} = \begin{cases} 
  x & \text{if a random digit is 0} \\
  0 & \text{if the random digit is 1} \\
  -x & \text{if the random digit is 2}
\end{cases}
\]

where x is a small, constant value.

Our local degree of inheritance parameters are allowed to move in the range 0...1, with a degree of change (x) of 0.1 to provide adequate movement and a sufficient range of inheritance. This allows our agents’ connections to be anything from 100% Darwinian to 100% Lamarckian, with the appropriate degree of inheritance being determined by the selective pressure of the environment in response to the role each connection plays in the agents’ neural networks.

**9.5.1.3 Simulation Framework and Parameters**

Our hybrid Darwinian/Lamarckian local degree of connection inheritance model is applied utilizing the same simulation framework as our previous models.

The important constants are:
- A generation lifetime of 500
- A simulation length of 200 generations
- A population of 25
- 1 food object in the world at any time
- 1 poison object in the world at any time
- 30 trials per sample

The following evaluation utilizes agents that posses local degree of inheritance parameters initialized to 0.5 per connection. Thus, the agents’ neural network connections are initialized to inherit half the learnt changes of their parent neural network connections. This provides a useful midpoint value that can be further optimized according to the nature of the environment and the role each connection plays in producing an agent’s response to that environment.

As before, reinforcement feedback values of 3, -3 and –0.019 are utilized for locating food, poison and per action, respectively, to provide the appropriate feedback for an effective solution to the initially stable environment. As previously mentioned, they have also been found to be compatible with solutions to the unstable environment. Thus, it is up to our local connection degree of inheritance model to utilize this feedback in order to produce effective solutions to the initially stable environment and in response to increasing levels of instability.

We also performed experiments to evaluate the potential benefits of allowing these parameters to be adjusted, via optimization, should changes in stability require different values. The most effective performance, though, was produced using the fixed reinforcements of 3, -3 and –0.019 for locating food, poison and per action respectively, with a population mutation rate of 0.8 and a fixed individual mutation.
rate of 0.1. Average fitness area results provided by this performance are presented in the following evaluation. Refer to appendix Q for complete data regarding this performance and the other experimental options.

9.5.2 Evaluation of Our Local Degree of Connection Inheritance Model

9.5.2.1 Performance in Stable to Unstable Environments

9.5.2.1.1 Overview

Although not as effective as the previously presented model utilizing a global degree of inheritance, our local degree of connection inheritance model demonstrates an effective ability to adapt to the most stable environment and in response to increasing levels of instability (Figure 9-12). It appears that this model’s ability to utilize connections that are capable of partial degrees of inheritance allow it to overcome the brittleness of the Darwinian/Lamarckian connection model, capable of only utilizing connections that are either Darwinian or Lamarckian. Thus, even though the search space has been extended, this model is clearly capable of adjusting each connections degree of inheritance to provide effective solutions in response to the range of environments, from stable to unstable. Although not quite as effective as the heterogeneous population model and the global degree of connection inheritance model, this model performs effectively in response to the examined problem and provides the potential to produce effective neural networks consisting of both Lamarckian and Darwinian aspects that may prove useful to solving problems of a different nature.

![Figure 9-12 Average fitness area scores produced by our hybrid Darwinian/Lamarckian local degree of connection inheritance model in stable to highly unstable environments.](image)
9.6 Adaptive Behaviour and Neural Network Knowledge of Our Darwinian/Lamarckian Hybrids

Our hybrid models utilize agents that are of a Darwinian or Lamarckian nature according to the requirements of the situation. Two of these models utilize agent neural networks that are capable of containing both Darwinian and Lamarckian connections. That is, individual connections can be configured to be of a Darwinian or Lamarckian nature. Although this approach has the potential to provide additional adaptive qualities, it achieved only a moderated degree of success relative to the heterogeneous population model and the global degree of connection inheritance model. It appears that the potential for producing adaptive behaviour and neural networks of a different quality is not required in response to the characteristics of our simulations.

Our heterogeneous population model utilizes agents of either a Darwinian or Lamarckian nature according to the demands of the environment. Under reasonably stable conditions, agents are selected that demonstrate Lamarckian adaptive characteristics. In response to the most unstable environments, agents of a Darwinian nature are preferred. Thus, the agents demonstrate behaviour and neural network knowledge that is either of a Lamarckian or Darwinian nature depending on the characteristics of the environment.

Our global degree of neural network inheritance model appears to be the most successful of the hybrids, providing the greatest degree of adaptability in the most unstable environments and the high fitness measures typical of Lamarckian evolution in the stable environments.

This model also creates agents that are essentially of a Lamarckian or Darwinian nature in response to the examined environments. However, it does demonstrate the ability to utilize partial degrees of inheritance in response to environments of a certain stability level. Recall the average global degree of inheritance utilized in an environment with fitness consequence alternations every 7 generations (Figure 9-10). There the degree of inheritance is maintained near the midpoint value of 0.5, indicating that agents are being created to utilize a partial degree of inheritance in order to effectively adapt to the environment.

In addition, this model’s ability to utilize a degree of inheritance appears to benefit the search’s ability to produce effective neural network knowledge. With reference to the model’s performance in the most unstable environment (Figure 9-11), the agents appear to be more effectively moved towards the appropriate level of Darwinian inheritance as opposed to the heterogeneous population model’s agents that can only ever be of a either a Darwinian or Lamarckian nature (Figure 9-5). This benefits the development of effective neural network knowledge as the solutions can be more gradually moved towards the appropriate level of inheritance, thereby making it easier for neural network knowledge to adapt to a different degree of inheritance as compared to an either/or Darwinian/Lamarckian nature. As a result, the development of neural network knowledge can form a more complementary relationship with a changing degree of inheritance.
Thus, our global degree of neural network inheritance model benefits the development of effective neural network knowledge by choosing the appropriate degree of inheritance required in response to the stage of adaptation and the conditions of the environment.

9.7 Conclusion

Our hybrid Darwinian/Lamarckian models demonstrate a superior adaptability, appropriately adjusting the required degree of inheritance according to the conditions of the environment.

The heterogeneous population model is shown to be highly effective in adjusting its population’s agents to utilize the appropriate form of inheritance, from Lamarckian in stable conditions to Darwinian in unstable conditions. Our results demonstrate that the model is capable of optimizing the percentage of either type of agent according to the characteristics of the environment and the stage of the simulation. It is shown to effectively combine the advantages of Darwinian and Lamarckian evolution models to produce a more effective hybrid capable of adapting to the entire range of our examined environment’s conditions, from stable to unstable.

The Darwinian/Lamarckian connection model is shown to be the least effective of our hybrid models. Although demonstrating an adequate level of adaptability in response to the examined environmental conditions, it can not match the performance levels achieved by the pure Darwinian and pure Lamarckian models in their favoured conditions. It appears that the search’s larger solution space, due to the model’s requirement that each connection be appropriately configured (Lamarckian or Darwinian), and the brittle nature of this model hinder its ability to find effective solutions to the examined problem.

The global degree of neural network inheritance model provides the most successful performance, exceeding that of the heterogeneous population model in the most unstable conditions. Utilizing agents capable of various degrees of inheritance allows the model to more effectively move its search towards the appropriate solutions required in response to the particular conditions of an environment. As a result, the appropriate degree of inheritance can be adjusted and utilized according to the stage of adaptation and the environment’s level of stability.

The local degree of connection inheritance model is also shown to be effective in adapting to the environment. Although each connection’s degree of inheritance must be appropriately configured, thereby extending the solution space, effective agents are produced in the entire range of environmental conditions.

Thus, all our hybrid Darwinian/Lamarckian models demonstrate an effective ability to adapt to the entire range of examined environmental conditions, with the heterogeneous population model and the global degree of neural network inheritance model providing the most successful results. By combining the advantageous of both Darwinian and Lamarckian evolution we have, thus, provided several models capable of adapting to a range of environment conditions, from stable to unstable,
appropriately adjusting the required degree of inheritance according to the nature of the environment.

We have also validated the results of previous work, indicating the nature of Lamarckism to favour stable environments and the nature of Darwinism to favour unstable environments [Sasaki and Tokoro, 1997; Sasaki and Tokoro, 1999]. In addition we have provided and evaluated the use of inheritance optimization mechanisms resulting in the creation of hybrid Darwinian/Lamarckian models capable of effectively adjusting and utilizing the appropriate degree of inheritance according to the characteristics of the examined environment, ranging from stable to unstable conditions.

The following chapter provides a final comparison of the results produced by our most effective hybrid Darwinian/Lamarckian model with those of the previously presented evolution and reinforcement learning models.
Chapter 10: Comparison

10.1 Introduction

The following provides a comparison of the best performances of all our evolution and reinforcement learning models in response to the range of examined environments. The models are compared with regard to their overall performance in the entire range of environmental conditions, from stable to unstable, and, in addition, a more detailed comparison is also provided with regard to their performance in response to several particular degrees of environmental stability.

10.2 Performance Overview

Figure 10-1 3d graph demonstrating the performance of our evolution and reinforcement learning models in the environments, from stable to unstable.

Figure 10-2 2d graph demonstrating the performance of our evolution and reinforcement learning models in the environments, from stable to unstable.
Figure 10-1 and Figure 10-2 represent 3 dimensional and 2 dimensional perspectives, respectively, of all our evolution and reinforcement learning models’ performances in the environments from stable to unstable. They were produced utilizing average fitness area data, the most useful measure in terms of the models overall performance. Refer to appendix R for complete data regarding the other performance measures.

The evolution model is clearly the least effective, followed by the reinforcement learning model. Our Darwinian evolution and reinforcement learning model, equivalent to the evolution model in the stable environments, demonstrates the ability to adapt far more effectively in response to increasing levels of instability. In comparison to the evolution model, reinforcement learning model and the Lamarckian model, it appears ideally suited to highly unstable environments.

However, in response to the stable environments the Lamarckian model appears to be the most effective, only degrading in response to the most unstable environments, thus, reinforcing our previous statements regarding the nature of Lamarckian evolution to be ideally suited towards stable environments and Darwinian evolution’s superior adaptive nature towards more unstable environments.

Our hybrid Darwinian/Lamarckian model demonstrates the ability to effectively adapt to the entire range of environments, from stable to unstable. The advantages of both Lamarckian and Darwinian evolution are combined in the form of a single model, with the required degree of inheritance being adjusted in response to the conditions of the environment. Thus, an effective Lamarckian performance is produced in the stable environments with a performance of a Darwinian nature being provided in response to the more unstable environments. These results, then, clearly demonstrate the advantages of hybrid models utilizing both Lamarckism and Darwinism in response to environments demonstrating changing levels of stability.

The following provides details regarding the performance of the models’ in response to several particular degrees of environmental stability.
10.3 Performance Details

10.3.1 Stable Environment

With reference to the figure above (Figure 10-3) our evolution model’s performance (red graph) demonstrates that it has the ability to steadily produce increasingly effective agents over the course of 200 generations. However, in comparison to most of the other models, this performance is both slower and appears to climax at lower peak fitness values.

The Darwinian evolution model, utilizing lifetime reinforcement learning without inheritance, does not perform any better. Although superior in the initial stages of the simulation, its performance ultimately degrades to become slightly worse than that of the evolution model. However, recall that this performance of the Darwinian evolution model utilized the option of reinforcement feedback optimization, necessary to produce an effective performance in the unstable environments requiring a higher degree of learning. In the stable environment this option is slightly detrimental to the models performance, increasing the search’s solution space and, thus, slightly hindering its ability to produce effective agents in response to these conditions – fixed reinforcements capable of producing a slightly better performance than that of the evolution model, but ultimately ineffective in the more unstable environments.

Our reinforcement learning model is clearly far more effective in adapting to the stable environment. Our agents utilize their ability to learn throughout the course of the simulation, quickly assimilating knowledge regarding their environment and, as a result, producing peak fitness levels within 100 generations.

Figure 10-3 The performance of our evolution and reinforcement learning models in the stable environment.
Combining reinforcement learning and evolution in a Lamarckian framework, thereby utilizing the processes of selection and reproduction to amplify correctly learnt knowledge, produces an even more effective performance. Within 50 generations peak fitness levels are produced that exceed those of the reinforcement learning model’s throughout the entire course of its simulation. Clearly, selection and reproduction of inherited knowledge can be highly effective in stable environments.

Our hybrid Darwinian/Lamarckian model performs at an equivalent level of effectiveness, utilizing its ability to adjust the agents’ degree of inheritance according to the conditions of the environment. As was shown in the previous chapter, the agents’ degree of inheritance is quickly and effectively moved towards a Lamarckian nature in response to the environments stable conditions, therefore demonstrating its ability to produce effective agents of the appropriate nature in response to the demands of the environment.

The following demonstrates that this is also true in response to increasing levels of instability.

10.3.2 Fitness Consequence Alternations Every 25 generations

![Figure 10-4](image) The performance of our evolution and reinforcement learning models in an environment with fitness consequence reversals every 25 generations.
Figure 10-4 demonstrates how our models react to fitness consequence reversals every 25 generations.

The performance of our evolution model is clearly the worst of the lot, being highly disrupted by the fitness consequence changes. The nature of its agents to contain fixed individual knowledge, modified over generations, results in slow unlearning/relearning times and, thus, an ineffective ability to adjust to the changes.

The reinforcement learning model provides the agents with the ability to learn within their individual lifetimes, thereby producing agents that are capable of a greater ability to unlearn incorrect knowledge and, thus, reducing the impact of the fitness consequence reversals. However, as a result of this learning nature, it is also required that appropriate behaviour, previously incorrect and unlearnt, be relearnt, since the agents are incapable of remembering conflicting solutions across the generations. This, though, is not the case with our Darwinian evolution and reinforcement learning model.

The Darwinian model demonstrates an ability to utilize the agents’ innate, genotype knowledge to effectively reduce the impact of the fitness consequence reversals. As chapter 7 demonstrated, this knowledge is initially evolved to follow learning and directly discriminate between the food and poison objects of a particular period. As a result, it is also highly disrupted by the fitness consequence reversals – producing agents with incorrect, innate knowledge that must be unlearnt. However, after a number of generations the agents’ genotype knowledge ultimately demonstrates a tendency to maintain an effectiveness evaluation near 0. Since the agents start their lives utilizing this knowledge and, thus, with an equivalent initial effectiveness level to be improved by learning, an effective means is created to buffer against the negative impact of the fitness consequence reversals. As chapter 7 later revealed, the agents’ innate knowledge is not merely used as a buffer, but in fact comes to complement learning in order to improve the agents ability to assimilate change. However, at this level of stability the Darwinian model’s effectiveness is essentially equivalent to that of the reinforcement learning model.

The last two models, though, demonstrate a much greater level of effectiveness. Both the Lamarckian model and our hybrid Darwinian/Lamarckian model demonstrate the ability to rapidly unlearn incorrect solutions and relearn appropriate behaviour after each fitness consequence reversal. Although their performance is disrupted by the fitness consequence reversals, both models make use of selection and reproduction of learnt knowledge to provide an effective learning ability capable of quickly adjusting to the new conditions.
10.3.3 Fitness Consequence Alternations Every 7 generations

In response to an increase in the environment’s instability, utilizing fitness consequence reversals after every 7 generations, most of the models react with a performance that is wildly oscillating in nature (Figure 10-5). Both the evolution and reinforcement learning models are incapable of producing any level of effectiveness under these conditions, note the negative average fitness area of the evolution model and the low average fitness area of the reinforcement learning model.

The interesting feature of these performances is the nature of the Darwinian model to produce steadily increasing fitness levels without the oscillating nature of the other models. Clearly, at this level of instability our Darwinian model’s increasing exposure to the environment changes is resulting in the assimilation of them, thereby providing an improving, stable performance over the course of generations. However, under these conditions a Lamarckian nature still produces the highest average fitness area scores despite a highly oscillating nature. Note the equivalent performance of our Lamarckian model and our hybrid Darwinian/Lamarckian model, indicating the preference of the latter towards a high degree of Lamarckian inheritance.

Figure 10-5 The performance of our evolution and reinforcement learning models in an environment with fitness consequence reversals every 7 generations.
The situation changes quite dramatically, though, in response to increasing levels of instability.

10.3.4 Fitness Consequence Reversals After Every Generation

Only our Darwinian model and our hybrid Darwinian/Lamarckian model can effectively adapt to the most unstable environment. The performance graphs of Figure 10-6 indicate that the hybrid model is clearly the most effective, followed by the Darwinian model. Note, however, that these two models utilized different reinforcement feedback values in order to maximize their initial performance in the stable environment, the hybrid’s feedback being higher to benefit an initially Lamarckian nature with the Darwinian model utilizing lower values more conducive to the evolution process’s response to stable conditions. It appears, then, that the hybrid’s higher reinforcement feedback values are also responsible for a more effective Darwinian performance in the most unstable environment, with optimization being provided to the Darwinian model in order to adjust its reinforcement feedback towards more appropriate, higher values. All things equal, both these models should produce an equivalent performance in this particular environment.

Figure 10-6 The performance of our evolution and reinforcement learning models in the most unstable environment, utilizing fitness consequence reversals after every generation.
In comparison, the remaining three models demonstrate no effectiveness at all. In fact, the Lamarckian model, so effective in the stable environments, produces the worst performance of all in response to these conditions of high instability. Clearly the inheritance of learnt knowledge, although highly beneficial in stable environments, can be detrimental to the same extent in response to highly unstable environments.

Our hybrid Darwinian/Lamarckian model, though, produces agents of a Darwinian nature in order to effectively adapt to the most unstable environments. Agents are produced utilizing genotype knowledge, created via an evolution process of selection, reproduction and mutation, and phenotype knowledge, modifiable via lifetime reinforcement learning. As a result, the agents can contain general, innate knowledge regarding the populations’ experience of the environment and the capability to refine this knowledge according to the particular characteristics of their individual experience of environment.

Thus, our hybrid model, utilizing both its Darwinian and Lamarckian adaptive characteristics, demonstrates the most effective overall ability to adapt to the entire range of environments, from stable to unstable.
10.4 Conclusion

Our hybrid Darwinian/Lamarckian model clearly produced the most effective performance in the range of examined environments, from stable to unstable. By combining learning and evolution in a framework utilizing the adaptive advantages of both Lamarckian and Darwinian evolution, the model is shown to be capable of a superior adaptability. Evolution of a Lamarckian nature is utilized to produce agents that are highly adaptable towards the more stable environments, with evolution of a Darwinian nature being utilized to produce agents ideally suited towards the most unstable environments. Thus, in comparison to the performances of the other models, our hybrid model demonstrates the ability to combine their adaptive advantages to produce a superior performance, maximizing adaptability towards environments of a stable to unstable nature.
Chapter 11: Conclusion

Throughout this thesis we have presented the design, evaluation and comparison of several different learning models: evolution, reinforcement learning, Darwinian evolution and reinforcement learning, Lamarckian evolution and reinforcement learning and hybrid Darwinian/Lamarckian evolution and reinforcement learning models.

11.1 Evolution Model

Our evolution model proves to be an acceptable means of developing our agent’s neural networks in the stable environment. Given limited feedback effective behaviour is evolved. That is, our agents learn to find food and avoid poison.

However, as the environment becomes more unstable the effectiveness of the model degrades to ultimately be considered ineffective in the most unstable environments.

The model is limited in its ability to adapt to such environments, since agents are evolved containing fixed knowledge via a generation or population level learning process. This results in a limited ability to unlearn incorrect behaviour and relearn correct behaviour under conditions of change.

In addition, the model demonstrates no ability to assimilate the changes and improve learning times over the course of the simulation.

Thus, our evolution model, although quite effective under stable circumstances, demonstrates no ability to evolve solutions in response to conditions of a highly unstable nature.

11.2 Reinforcement Learning Model

Our reinforcement learning model demonstrates an effective ability, superior to that of the evolution model, to produce successful agents in response to an environment demonstrating stable circumstances. Although the feedback is of a similar, limited nature as that given to the evolution model, here learning takes place during an individual’s lifetime as opposed to the generation timescale of our evolution model. In addition, the feedback is utilized to target particular aspects of the agent’s neural network. In comparison, our evolution model utilized fitness scores to judge agents as a whole in order to produce a new generation. As a result, the reinforcement learning model is capable of producing results of a greater effectiveness than the evolution model over the same number of generations.

However, its performance in response to increasingly unstable environments ultimately degrades to become as ineffective as that of the evolution model. Although learning in this case is applied with a greater frequency, it cannot help the model deal any more effectively with the dynamics of the most unstable environments. The reinforcement and evolution model both face the problem of learning a relationship between an object and its fitness or reinforcement value that needs to be unlearnt in a
later generation, in the extreme case, after every generation. Although the reinforcement learning model does demonstrate superior unlearning and relearning times, it demonstrates no ability to assimilate the changes and improve learning times as the simulation progresses. Thus, like the evolution model it is limited in its ability to learn and apply opposing solutions required for an effective adaptation to the unstable environments.

11.3 Darwinian Evolution and Reinforcement Learning Model

Our hybrid Darwinian evolution and reinforcement learning model combines the two previous models to produce a mechanism capable of learning at both a population and an individual level. Thus, learning occurs at a genotype level (via evolution) and phenotype level (via reinforcement learning). This allows regularities at two different timescales to be extracted, the genotype encoding information influenced by the experience of the population over many generations and the phenotype encoding information influenced by the experience of an individual during its lifetime. As a result, knowledge relating to the general characteristics of the environment over many generations can be maintained in the population’s genotypes with phenotype (reinforcement) learning being utilized to adapt a particular agent to the particular characteristics of its environment.

It is shown that the Darwinian evolution and reinforcement learning model makes use of the separation of learning at a genotype and phenotype level to produce agents that can effectively deal with the most unstable environments. An analysis of the genotype reveals it to contain general information that guides the agent’s learning ability. It is the innate information contained in the agent’s genotype and produced by an evolution process that allows the agents to effectively utilize their individual reinforcement learning ability to discriminate between food and poison objects.

The nature of this knowledge is to produce agents that initially attempt to locate both objects, after which they are appropriately reinforced, thereby effectively learning the relationship between an object and its fitness consequences. This relationship is then “forgotten” in the following generation, with offspring agents returning to their innate knowledge. The advantage being that knowledge, now possibly incorrect, from a previous environment does not need to be unlearnt. Rather, innate knowledge that has been formed from the population’s long-term experience of the environment is utilized to provide offspring agents with innate, general knowledge that can be further refined through reinforcement learning to meet the requirements of the particular situation.

The disadvantage of this model is that it is shown to be less effective in the stable environments than the reinforcement learning model and only equivalent to the evolution model if fixed reinforcements are used, while being a bit worse if the reinforcements are open to optimization. Attempting to optimize reinforcement values is found to be necessary for an effective performance if the environment decays from stable to unstable, since different degrees of learning are required in environments of a different stability. This is found to be problematic in a stable environment as it extends the solution space to a degree that is difficult for the search process to
effectively handle. The solution space terrain becomes more difficult to navigate, hampering the search process’s ability to find effective solutions.

However, with a view towards adapting in an environment of changing stability it is shown that optimizing the feedback values is useful and necessary, as the degree of reinforcement required varies according to the stability of the environment. In unstable environments the evolution model produces knowledge of a general nature that requires large reinforcements to transform that knowledge into the appropriate solution. In stable environments the evolution process produces innate agent knowledge that needs only small reinforcements to result in improvements, since the evolution process is in itself capable of adapting to such environments with learning playing a smaller role.

Allowing the system to optimize reinforcements provides it with the ability to adapt the degree of individual learning required according to the demands of the environment. As a result, our evolution process can complement reinforcement learning by providing both innate, general knowledge regarding the population’s experience of the environment and appropriately adjust the degree of reinforcement learning required, thereby modifying the agents’ evolved knowledge according to the particular requirements of their environment.

Thus, optimizing reinforcement values in conjunction with a separation of learning at a genotype and phenotype level provides a model that can effectively produce solutions across the range of environments from stable to unstable.

11.4 Lamarckian Evolution and Reinforcement Learning Model

Our Lamarckian evolution and reinforcement learning model is shown to demonstrate adaptive characteristics that are highly effective in response to the stable environments. Selection and reproduction combined with reinforcement learning creates a model that has the ability to utilize useful knowledge produced by reinforcements, as opposed to random mutations, to accelerate the search process. Since mutations are undirected, a superior performance in stable environments can be produced using reinforcement learning as a more informative genetic operator. This also results in the Lamarckian evolution and reinforcement learning model demonstrating an exceptional ability to unlearn incorrect knowledge and relearn correct solutions in response to changes in an environment’s characteristics. However, unlike the Darwinian model, it is incapable of assimilating knowledge regarding such changes in order to improve its effectiveness over the course of generations. As a result, its high levels of effectiveness ultimately and rapidly decay in the environments utilizing the highest levels of instability.

As is the case with the evolution model and the reinforcement learning model, our Lamarckian evolution and reinforcement learning model is fundamentally flawed in dealing with highly unstable environments. Solutions are produced that need to be unlearnt as soon as the environment changes. Thus, our Lamarckian evolution and reinforcement learning model is unable to adapt to the most unstable environments tested while being highly effective in dealing with the more stable environments.
Since our previous conclusions indicate that Darwinian and Lamarckian evolution models have adaptive characteristics that are ideally suited towards environments of a particular nature, work was performed to investigate the potential benefits of combining both forms of evolution.

11.5 Hybrid Darwinian/Lamarckian Evolution and Reinforcement Learning Model

Our hybrid Darwinian/Lamarckian models demonstrate a superior adaptability, appropriately adjusting the required degree of inheritance according to the conditions of the environment.

The heterogeneous population model is shown to be highly effective in adjusting its population’s agents to utilize the appropriate form of inheritance, from Lamarckian in stable conditions to Darwinian in unstable conditions. Our results demonstrate that the model is capable of optimizing the percentage of either type of agent according to the characteristics of the environment and the stage of the simulation. It is shown to effectively combine the advantages of Darwinian and Lamarckian evolution models to produce a more effective hybrid capable of adapting to the entire range of our examined environmental conditions, from stable to unstable.

The Darwinian/Lamarckian connection model is shown to be the least effective of our hybrid models. Although demonstrating an adequate level of adaptability in response to the range of examined environmental conditions it cannot match the performance levels achieved by the pure Darwinian and pure Lamarckian models in their favoured conditions. It appears that the search’s larger solution space, due to the model’s requirement that each connection be appropriately configured (Lamarckian or Darwinian), and the brittle nature of this model hinder its ability to find effective solutions to the examined problem.

The global degree of neural network inheritance model provides the most successful performance, exceeding that of the heterogeneous population model in the most unstable conditions. Utilizing agents capable of various degrees of inheritance allows the model to more effectively move its search towards effective solutions. As a result, the appropriate degree of inheritance can be adjusted and utilized according to the stage of adaptation and the environment’s level of stability.

The local degree of connection inheritance model is also shown to be effective in adapting to the environment. Although each connection’s degree of inheritance must be appropriately configured, thereby extending the solution space, effective agents are produced in the entire range of environmental conditions.

Thus, all our hybrid Darwinian/Lamarckian models demonstrate an effective adaptive ability in response to the examined environmental conditions, with the heterogeneous population model and the global degree of neural network inheritance model providing the most successful results.

By combining the advantageous of both Darwinian and Lamarckian evolution we have, thus, provided several models capable of adapting to a range of environment
conditions, from stable to unstable, appropriately adjusting the required degree of inheritance in response to the nature of the environment.

In conclusion then, although our experiments were applied to a particular problem context, our results did reveal certain fundamental truths regarding evolution and reinforcement learning models.

Evolution models produce individuals utilizing fixed knowledge produced over many generations as a result of selection and variation methods. Thus, they are limited in their ability to adapt to rapidly changing conditions.

Reinforcement learning is capable of extracting regularities at a smaller timescale, since it is applied throughout an individual’s lifetime. However, such learning also demonstrates a limited response to highly unstable conditions. It follows the conditions in a “short-sighted” manner, continuously learning and unlearning solutions in response to changes. Such learning requires an additional mechanism to extract long-term knowledge that transcends the “short-sightedness” of a conventional reinforcement learning model.

Darwinian evolution and reinforcement learning provides such a mechanism. Long-term, general knowledge regarding the population’s experience of the environment can be extracted utilizing an evolution process. Individuals capable of reinforcement learning can refine this knowledge to meet the particular requirements of the problems they encounter. Thus, evolution in a Darwinian framework can evolve general knowledge regarding the population’s experience of the environment over many generations to effectively complement a learning mechanism, thereby transcending the “short-sightedness” of such learning.

In stable conditions, where learnt knowledge remains appropriate, learning and evolution can be more successfully combined in the form of Lamarckian evolution. Here, the selection and reproduction of learnt knowledge accelerates the adaptive process. However, in response to highly unstable conditions, these adaptive characteristics result in Lamarckian evolution being given to overly emphasizing solutions regarding short-lived environmental or problem specifics. Since these specifics experience rapid change in highly unstable conditions, such solutions must be continuously unlearnt, thereby limiting a Lamarckian model’s adaptive ability in response to such conditions. Darwinian evolution, on the other hand, is capable of maintaining general knowledge regarding the environment that can be appropriately refined, via learning, to meet the requirements of any particular situation.

Lastly, results achieved by our hybrid models demonstrate that these fundamental adaptive qualities can be combined to produce a superior adaptability to a range of conditions. Since these conclusions relate to the models’ fundamental adaptive qualities, we are confident that they will remain appropriate regardless of any particular problem’s specifics.
11.6 Contributions

Our research has provided, evaluated and compared several evolution and reinforcement learning models, in isolation and combined, in Darwinian, Lamarckian and hybrid Darwinian/Lamarckian frameworks. As a result, it has contributed to an understanding of the interaction between evolution and learning, with a particular emphasis on the adaptive qualities of Darwinian and Lamarckian evolution. In addition, we have demonstrated how such adaptive qualities can be combined to provide more effective hybrid models, utilizing the adaptive advantages of both Darwinian and Lamarckian inheritance in response to the situation’s requirements.

In terms of related work, our research has validated previous results indicating the nature of Lamarckism to favour stable environments and the nature of Darwinism to favour unstable environments [Sasaki and Tokoro, 1997] [Sasaki and Tokoro, 1999].

In addition, we have provided and evaluated the use of inheritance optimization mechanisms, resulting in the creation of hybrid Darwinian/Lamarckian models capable of effectively adjusting and utilizing the appropriate degree of inheritance according to an environments degree of stability, ranging from stable to unstable. Since different environments or problems have been shown to be suited towards either Lamarckism or Darwinism [Houck, Joines, Kay, and Wilson, 1997] [Imada and Araki, 1996] [Julstrom, 1999] [Sasaki and Tokoro, 1997] [Sasaki and Tokoro, 1999] [Whitley, Gordon and Mathias, 1994], such hybrid models can prove to be highly useful.

Our extensive investigation revealed that the hybrid Darwinian/Lamarckian models are more effective than our pure Darwinian and Lamarckian models in response to the conditions of the examined environments, optimizing the degree of Lamarckism or Darwinism according to the requirements of the environment.

Since most current evolution models utilize either Darwinian or Lamarckian evolution, our approach provides a contribution to the field of evolutionary computation by suggesting that hybrid models, utilizing the advantageous of both processes, can result in the creation of models demonstrating a superior level of adaptability. Although previous work has been performed utilizing various, specific degrees of inheritance, from 0% inheritance (100% Darwinian) to 100% inheritance (100% Lamarckian) [Houck, Joines, Kay, and Wilson, 1997] [Sasaki and Tokoro, 1999], we investigate and provide the means for an optimization mechanism that can appropriately adjust the degree of inheritance in response to the environment’s conditions. As a result, a highly adaptive evolution model is created with the capability to utilize the adaptive advantages of both Lamarckian and Darwinian evolution according to the demands of the environment.

Thus, our research results indicate that, unlike conventional evolution models, an advantageous combination of both Darwinian and Lamarckian adaptive characteristics can result in the creation of more effective hybrids, utilizing the appropriate degree of inheritance according to the nature of the problem being solved.
11.7 Future Work

The increasing complexity of computer systems is going to require new adaptive mechanisms for dealing with the problems they pose. Evolutionary computation is capable of providing such adaptability, creating emergent solutions in response to the problem environment. Since complex systems are likely to be highly dynamic, methods invoking both Darwinian and Lamarckian inheritance will be required. Our work is a step in this direction.

Future work will involve the refinement and extension of such techniques. A particularly interesting outcome of this development could be an accurate modeling of the interaction between meme and gene evolution, memetic evolution being an example of a process demonstrating Lamarckian characteristics. This could lead to new adaptive mechanisms utilizing the advantages of both memetic and genetic evolution to solve the problems posed by highly complex environments.
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