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Abstract

A Virtual Realityis acomputemmodelof anenvironmentactualor imagined presentedo a user
in asrealistica fashionaspossible Stereogogglesmay be usedto providethe userwith a view
of the modelledenvironmentrom within the environmentwhile a data-gloves usedto interact
with the environment.To simulatereality on a computer,the machinehasto producerealistic
imagesrapidly. Sucha requirementsually necessitateexpensiveequipment.

This thesispresentsan implementationof a virtual reality systemon a transputerarchitecture.
The systemis general,andis intendedto provide supportfor the developmenbf variousvirtual
environmentsThe threemain component®f the systemarethe outputdevicedrivers,the input
devicedrivers,andthevirtual world kernel.This lastcomponents responsibldor the simulation
of the virtual world.

The renderingsystemis describedn detail. Various methodsfor implementingthe components
of the graphicspipeline are discussedTheseare then generalisedo makeuseof the facilities
providedby thetransputeprocessofor parallelprocessingA numberof differentdecomposition
techniquesareimplementedcandcomparedThe emphasisn this sectionis on the speedat which
the world canbe renderedandthe interactionlatencyinvolved. In the bestcase wherealmost
linear speedupis obtained, a world containing over 250 polygons is rendered at 32
frames/secondlhe bandwidthof the transputelinks is the major factor limiting speedup.

A descriptionis given of aninput devicedriver which makesuseof a powerglove.Techniques
for overcomingthe limitations of this device, and for interactingwith the virtual world, are
discussed.

The virtual world kernelis designedo make extensiveuseof the parallel processingacilities
providedby transputerslt is capableof providing supportfor multiple worlds concurrently,and
for multiple usersinteractingwith theseworlds. Two applicationsare describedthat were
successfullyymplementedusing this system.

The designof the systemis comparedwith other recently developedvirtual reality systems.
Featureghat are commonor advantageous eachof the systemsare discussedThe system
describedn this thesiscomparedavourably,particularlyin its useof parallelprocessors.
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1. Introduction

This chapterintroduceghe conceptof virtual reality anddescribeghe purposeanddesigngoals
for a virtual reality systemimplementedon a parallelarchitecture The first sectionprovidesa
motivation for the use of virtual reality. Descriptionsof other virtual reality systemsand the
transputemprocessorare then presentedA descriptionof the purposeand requirementsof the
systemis deferredto the end of the chapter.

1.1. Introduction to Virtual Reality

A personusing a computeris typically confrontedwith someform of userinterface,be it a
prompton a monitorrequiringaresponsavith input from a keyboard a setof menusfrom which
options may be selectedor a windowing systemcompletewith buttonsand scrollbars.While
someof thesearecomfortableto use,theyimposea restrictionon the mannern which input may
be providedandthe way that the outputmay be displayed.

In contrast,the 'user interface'to conventional(physical) reality allows accesgo a degreeof
freedom far exceedingthat of a computer. Manipulation of objects can be done in three
dimensionsby reachingout and graspingthe object. Vision is unhamperedandis independent
of the physicaldimensionsof a pieceof hardware Evenwhenworking on a two dimensional
surface,it is possibleto reachup to adjusta light or turn aroundto pick up a pencil.

Clearly thereis a difference betweenthe current (pre-virtual reality) range of computeruser
interfacesandthe onethatmostpeopleareaccustomedbo using.Theseuserinterfacesareat most
two dimensional The virtual reality paradigmseekgo createthreedimensionawork areaswith

concomitantinteractiontechniques.

In practice,eachuserwould don a pair of gogglesanda glove to entera computergenerated
world. Stereamagesprovidedby a pair of displaysin the goggleswould causecomputemodels
of objectsto appearin three dimensionsaround the user. The glove would allow similar
interactiontechniquego thosenormally found in physicalreality. In its ultimate form, all the
sense®f theuserwould be suppliedwith stimuli from the computerandall his responsesvould
be monitoredand usedto control their situationin the virtual world.
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Formally, virtual reality can be defined as "... real-time interactive graphics with three-
dimensionaimodels,whencombinedwith a displaytechnologythat givesthe userimmersionin
the modelworld, and direct manipulation"[46].

1.2. Project goal

Virtual Reality is an applicationwell suitedto implementationin a parallel environment.To
simulatereality on a computer,the machinehasto producerealistic imagesrapidly. Sucha
requiremennecessitatesitherexpensiveequipmentor a compromiseon the part of the viewer.
This situation has resultedin the prominentdichotomy currently evident, where two clearly
distinguishableampsmay be found. Thefirst relieson sophisticatedhardwarerenderingat great
expense;the other usesmore readily available personalcomputersand acceptsslower, less
realisticimages.

An openingis thusavailablefor mid rangeequipmentwith inexpensiveprocessorshat canbe
connectedn parallelto providea systemof somepower.Thetransputergdescribedn sectionl.3,
satisfiesthe requirementgor sucha processor.

The intention of this thesisis to investigatethe implementationof variousvirtual realitieson a
clusterof transputersA descriptionis given of a systemthat can supportthe developmenbof
various virtual reality applications.Examplesof the types of virtual reality application that
currently existare given in sectionl.4.

A detaileddescriptionof the requirementgor sucha systemis given below in sectionl.5.

1.3. The Transputer

TheIMS T800transputers advertisedasa 32 bit microprocessowith a 64 bit floating point unit
and graphics support [23]. The instruction set is efficient and supports inter-processor
communicatioraswell asefficient switchingbetweermmultiple processesn eachprocessorThe
floating point unit operatesoncurrentlywith the processoandis ratedat 2.2 Mflops whenthe
processois runningat 20 MHz.

The graphicssupportconsistsof a powerful block move instructioncapableof transferringdata
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asatwo dimensionalarray.Versionsof the block move exist that transferonly zero-valuedor
non-zero-valuedytes.

The transputercontains 4 bidirectional communicationslinks allowing a number of these
processors$o be connectedandto work in parallelasa MIMD machine.Eachlink operatesat
20 Mbits/s for 20 MHz transputersand a single bidirectional link can transfera theoretical
maximumof 2.35 Mbytes/s,or 1.74 Mbytes/sif communicationis only in one direction. Link
communications performedby DMA, thusallowing computationto proceedconcurrentlywith
communication.

1.4.Virtual Reality Applications

This sectiondescribesomevirtual reality hardwareandsoftwarethathasbeenimplementedvith
currenttechnology A brief overviewis given of the type of equipmentavailable,andthe range
of applicationsto which virtual reality hasbeenapplied.

1.4.1.Hardware usedfor Virtual Reality

This section describessome of the hardwaredevicesused in virtual reality systems.The
descriptionsareintendedto illustrate someof the techniqueshathavebeenusedfor overcoming
the interfacingobstaclesnvolved in creatinga naturalcomputer-humarmnterface.

1.4.1.1.Polhemustracker

The Polhemus3Spacesotrak systemis a devicecapableof sensingpositionand orientationin
space[24]. It comprisessourceshat generatea magneticfield, and sensorghat arelocatedon
the objectbeingtracked.The sensorgontainperpendiculacoils which areusedto determinghe
orientationof an objectthroughmeasurementf the magneticfield.

1.4.1.2VPL

VPL producesboth hardwareand software for virtual reality. The VPL eyephoneqa head
mounted display) and Dataglove are standardcomponentsin most high-end virtual reality
systems.
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Figure 1 VPL Eyephones Figure 2 VPL Dataglove

The EyephonegseeFigure 1) are a colour stereodisplay systemworn on the head.The stereo
imageis displayedon two liquid crystal screensand viewed throughwide angle optics. Each
screerhasaresolutionof 720x 480 pixels.Headpositionandorientationmaybe measuredising
the attached®?olhemus3Spaceracker.Sterecheadphonemay alsobeincluded.The Eyephone,
togetherwith a Polhemusgracker,wasselling for $9,150during August1991.

The Dataglove(seeFigure 2) hasoptical fibre sensorson the backsof the handandfingersto
measureflexing and extensionof the fingers. A magneticsensor(Polhemus3Spacelsotrak)
measureghe position and orientationof the hand. In August 1991, the Datagloveincluding
Polhemusrackercost$8,800.

1.4.1.3.The Powerglove

The Powerglove(seeFigure 3) wasdevelopedo providea cheapemlternativeto the Dataglove.
Straingaugegeplacethe fibre opticsfor measuremeruf finger position,andultrasonicgeplace
the Polhemustracker for position sensing.The powergloveis capableof measuringabsolute
positionin spacewrist rotationandfinger bend.Originally developedor the computergames
market,the powerglovehassincebeentakenout of production.Surplusunitsarebeingcollected
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by low-endvirtual reality enthusiast$or about$50.

Figure 3 The Powerglove

1.4.2.General Virtual Reality systems

Descriptionsof a numberof existing virtual reality applicationsfollow. The intention of this
sectionis to illustrate someof the vastrangeof applicationsfor virtual reality that are feasible
with currenttechnology.This sectionalso describessomeof the hardwareand softwarebeing

usedto supporttheseapplications.

The renderingspeedof the varioussystemss given wherepossible.Thesevaluesmay be used
for a roughindicationof the performancejput direct comparisonmay be unreliableasthe size
and complexity of the sceneis often not specified.

1.4.2.1.The Walkthrough Project

An architecturavalkthroughenablesa viewerto explorea building by simulatinga walk through
a model. For virtual reality purposesthe modelis in electronicform, and the simulationis

performedby the computer.

Thewalkthroughprojectat the University of North Carolinaat ChapelHill [8] hasbeenevolving
for a numberof years,improving both the rate at which imagescan be producedand their
realism.The currentversion,Walkthrough5.2 canachievean updaterateof 25 stereoframesper
secondon modelsof 30,000 polygons.Models are illuminated via radiosity calculationswith
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Gouraud-shadédpatches. Walls, floor, ceilings and furnishings may be textured. Sound
appropriateto eachlocationis playedasthe usermovesaround.The usercaninteractwith the
modelto the extentof openingdoors,carrying objectsand pushingfurniture.

The userwearsa stereohead-mountedlisplay,andcanbe trackedwithin a 12'x10' areaandso
can move naturally aroundin this space.The systemruns on a Pixel-Planes5, a machine
developedat ChapelHill. The Pixel-Planes is ratedat 2 million Phong-shadédpolygonsper
second.

1.4.2.2.Reality Built For Two

This systemis a developmenplatformfor designingandimplementingvirtual realities[6]. The
systemconsistf a solid modellingpackageandananimationcontrolpackageunningonaMac
II' which is usedfor world design.The completedworld is then passedo Silicon Graphicslris
workstationsfor rendering.The systemis ableto renderworlds of 1400 polygonsat interactive
ratesof 10 Hz or higher.

The oneor two usersare equippedwith VPL eyephonesand DataglovesA Polhemus3Space
Isotrakis usedto gatherdataaboutthe users'positionsand actions.

In designingthe virtual reality, the user specifieslighting, object shapesgcolours, mechanical
linkagesandmotion constraintswith the modellingtool [45]. Objectbehaviour nteractionand
animation can then be controlled by the animation package,which combinesthe world

descriptionwith the userdata,andbroadcastshe resultto the renderers.

1.4.2.3.Integrated Simulation for Autonomous Underwater Vehicles

AutonomousUnderwaterVehiclesare submarinesiesignedto operateunattendedTestingthe
control softwarefor suchdevicesis complicatedby the inability to monitorthemdirectly during
operationdifficulty in recoveryif anaccidentoccurs,andthe complexityof the differentcontrol

! Gouraudshading:A methodof colouringa polygonto approximatethe smoothchangein
shadefoundin curvedsurfaces.

2 Phongshading:A more realistic form of shadingthan Gouraudshading but also more
computationallyexpensive.
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modules.

An integratedsimulatoris being developedat the Naval Postgraduat&choolin Monterey|[9].

Here the submarinecontrol systemis networkedto a three-dimensionagraphicsworkstation
which simulatesthe underwaterenvironmentand allows monitoring of the responsdrom the
vehicle. The submersiblas effectively being placedin a virtual reality.

The simulatorsoftwaresimulatesdetailsof vehicle interactionby providing the varioussensor
information and modelling some simulated components(e.g. control surfaces,propellers,
gyrocompass)An externalview of the simulatedworld in three dimensionswith real-time
responsemust be provided. Various componentsof the vehicle may be simulatedas well,

allowing softwaretestingto occurevenif the entirevesselis not available. Telemetrydatamay
be easily collectedduring simulation.

The graphicalsimulationsall run on Silicon Graphicslris workstations.

1.4.2.4.Medical Imaging

Work is beingdoneat the University of North Carolinaat ChapelHill on real-timerenderingof
3D ultrasounddata[5]. The applicationbeingcreatedis a virtual environmenthat displaysthe
ultrasoundimagesin placewithin the patientsanatomy.The overall effectis that of beingable
to seewithin the patient.

The systemusesa Sun4 with realtime video digitizer to collectthe ultrasounddataandtransfer
it to the Pixel Planesb graphicsmulticomputer.Polhemussensorgrack the positionof the head
mounteddisplay (HMD) and ultrasoundsensor.The renderedimagesare combinedwith the
views from head-mountedV camerasanddisplayedon the HMD.

Othersuggestedpplicationsfor combiningcomputergeneratedmageswith real world objects
include highlighting nearbyarteriesduring surgery,seeingthroughsmokein burningbuildings,
and showingservicingdatafor complicatedmachinery.

1.4.2.5.Visualization

Scientific visualizationis the use of a computerto producea visual representatiorof some
physicalphenomenalt is particularlyusefulwhenphysicaldatais too complexto be understood
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easily. A visual analogis often more comprehensible.

An exampleof the useof scientific visualizationis the virtual wind tunnel being developedat
NASA AmesResearclCenter[10]. It is designedo visualisethree-dimensiondluid flows. The
userscan pick up and move smoke sourcesaroundusing datagloves.They can move around
within the flow viewing it from any anglewithout disturbingthe system.

The systemusesa Binocular Omni OrientationMonitor (BOOM) to display the images.This
consistsof a pair of high resolutioncathoderay tubesmountedon a yoke. Positiontracking is
performedby measuringthe anglesof the joints in the yoke. Computationof the flow is
performedon a Convex 3240, with renderingperformedby an Iris 380 GT/VGX system.The
systemattemptsto run at 10 frames/sor higher.

1.4.3.Transputer basedVirtual Reality systems

Somesystemghat usetransputergor interactivegraphicaltasksare mentionedin this section.

1.4.3.1.The INMOS multi-player flight simulator

This systemwas developedas an illustration of the real-time graphics capabilities of the
transputer{4]. The simulation softwareruns on a numberof transputersorrespondingo the
numberof players.The simulationprocessorsrelinked andeachis connectedo a joystick and
to a network of transputersusedfor rendering.A separataenderingnetworkis usedfor each
player. The renderingnetwork consistsof a pipeline to perform the requiredtasksof hidden
surfaceremoval, transformationclipping and polygon shading(seeFigure 4). A framerate of
17 framesper secondis obtainedfor the few hundredpolygonsbeingrendered.

1.4.3.2.ProVision

The ProVisionsystemdevelopedy a Bristol basedcompany Division, is a virtual reality server
thatcanbe hostedby a machinesuchasa PC, Sun Sparcstatioror a VAX. The systemconsists
of a parallel processingenderingenginewith accompanyingoftware[32].

The hardwareconsistsof a box holdingup to 20 processingcards.The processorsnay be T805
and T425 transputersusedfor datatransfer,Intel 860's for floating point and ToshibaHSP
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Figure 4 Transputemetworkfor INMOS Flight Simulator

polygon processorfor rendering. VPL Eyephones,Dataglovesand Polhemustrackers are
supported.

The softwareprovidessupportfor the parallel processeshat are usedto implementthe virtual
reality.

StereoscopidroVision systemswere selling for around£30,000in October1991. This price
excludedthe gogglesandgloves.The systemis estimatedo renderbetween60,000and 80,000
polygonsper second.In theory this would correspondo about 3500 polygonsa frame at 20
framesper second.

1.5. Design Criteria

This sectiondiscusseshe designcriteria for a generalvirtual reality system.

Somespecialisederminologyis usedto describecertainconcepts.in this documentthe term
‘application’ refersto a particularmodel of a reality. A 'world’ is the environmentin which a
virtual reality may be modelled.The term 'object' is usedfor the individual componentof a
world. A 'user' refersto a humanparticipantin the virtual reality. For example,in a simple
virtual reality applicationwhich modelsa solar system,the world could consistof a collection
of cubesrepresentingplanetsanda 'celestial’ sphereacting asa boundaryfor the model. Each
of the cubesis an objectasis the sphere.A world may have'laws’, for exampleall objects
attractall otherobjectswith a force proportionalto the productof their massesThe massof an
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objectis an 'attribute’ of that object. The intention is that theseterms have similar meanings
when appliedto both the physicalreality andto the virtual reality.

A certainparallelmaybe drawnto object-orientederminology.The overlappingtermswill have
the meaningsdefinedaboveunlessit is explicitly statedotherwise.

1.5.1.The Virtual Reality

The systemanentionedabovehavebeendesignedor a specificpurpose Therearefew systems
that are suitablefor usein creatinggeneralvirtual realities. At the time that this projectwas

started,nonewere known of that werefreely availablefor researchpurposesandthat could be

usedwith inexpensiveequipment.

In areporton researctdirectionsin virtual environmentg46], availablesystemswere classified
as commercial,supportinga particularvendor's hardware,or as researchsoftware.Tools that
accompanyproprietaryhardwareare orientedmore to the supportof that hardwarethanto the
developmentof virtual environments.The tools createdfor researchpurposesalso show this
tendency althoughthey tendto be lesshardwarespecific.

The systemdescribedn this thesiswas intendedto overcometheseproblems.It wasdesigned
to be ableto supporta wide rangeof applicationsIn essenceat wasintendedasa platform for

thedevelopmenbf anygivenreality. As suchthe systemconcentratesn providingfunctionsone
would expectto usewhencreatinga virtual reality.

1.5.2.Parallelisation of the virtual worlds

Many peopleand objectsmay interactin physicalreality. The sameshould be possiblein a
virtual reality. A given virtual reality applicationmay use more than one world, or it may be
useful to run more than one applicationat one time. Thus the virtual reality systemshould
provide supportfor multiple usersand objects,and for multiple worlds running concurrently.

Modelling a reality may require considerableprocessingpower, as will supportfor multiple
objectsandworlds. The systemshouldtakeadvantagef the parallelprocessindacilities offered
by atransputerclusterin orderto distributetheload. The systemmay eventuallybe spreadacross
different architecturesia a network or someother similar medium,and shouldbe designedo
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providefor this asa future development.

1.5.3.Support for external connections

In additionto allowing manyusersto existin eachworld, the systemshouldprovide supportfor
theseusersto exist at remotesites. This would reducethe interfacingrequirementn the host
machine,andallow easyutilization of the system.

1.5.4. Attributes

In the real world, objectshave certaincharacteristicavhich determinethe way in which they
behave For example the massof the objectinfluencesthe size of the gravitationalforce on it.

In anarbitraryreality, differentrulesmay apply. Theserulesareoftenbasedon certainattributes
of the object. The systemshouldsupporta meansof assigningsucharbitrary attributesto the

variousobijects.

1.5.5.0bject Manipulation

The mostimportantpart of the virtual reality simulationis the ability to interactwith the objects
asif they werereal. The facilities providedby the systemshouldmakesuchinteractioneasyto
incorporateinto an application.

1.5.6.Graphical Support

In orderfor the 'reality’ effectto be realisticthe scenemustbe renderedapidly, typically 20 -
50 framesa second.A goal of this projectis to use the parallel processingabilities of the
transputerto producethe requiredimagesat acceptablespeeds.

1.5.7.Gesture Recognition

Theinteractiontechniquesisedin avirtual reality shouldresembleghoseusedin physicalreality.
The systemshould be capableof sensingthe position of the user and reactingaccordingly.
Interactionwith objectsshouldbe natural.In generalthe time takento learnto interactwith the
virtual reality should not be much more than the time taken to gain familiarity with the

Pagell



interfacinghardwarebeingused.

1.6. Summary

Theintentionof this chaptethasbeento introducethefield of virtual reality andthe applications
thatcurrentlyexist. A proposalfor a virtual reality systemusinga parallelarchitecturenasbeen
given. Future chapterswill give a more detailed breakdown of the system, and discuss
implementationoptionsin the light of empiricalmeasurementsf their effectiveness.
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2. Designfor Virtual Reality Systems

This chaptergives the top level breakdownfor the virtual reality system.The development
environmentfor this projectis alsodescribed.

2.1. Systemrequirements and design

Theimplementatiorof virtual realitieshasonly recentlybecomefeasiblewith the improvement
in computertechnology.As such,few generalsystemshavebeendevelopedandtheir designis

still a corporatesecretin many casesA few descriptionsof the varioussystemscan be found

in publishedliterature, such as those describedin section1.4. These,however, are mostly
dedicatedo one particularapplication.The sectionsbelow detail the reasoningusedto produce
the top level breakdownof a generalvirtual reality system.

Around the time that developmenbf this systemstarted,otherresearchergalso recognisedhe
needfor agenerabirtual reality system A numberof othersimilar systemshavebeendeveloped
during the lifetime of this project. A comparisonwith the designof thesesystemswill be
presentedowardthe end of this thesis.

2.1.1.Systembreakdown

Many of the known virtual reality systemsfor exampleProVision and Reality Built for Two,
make use of hardwarerenderingto obtain high speedgraphics. Others, for example, the
University of North Carolinaat ChapelHill, useparallelprocessingn a specialistmachinefor
this purpose.The intention of this systemis to attemptfast renderingusing a non-specialised,
parallelarchitectureThe INMOS flight simulatorusesa similar approachdedicatinga number
of transputerspecificallyfor rendering,and othersfor the simulationitself.

The use of renderinghardwareimplies a separationbetweenthe managemenof the world,
entailing interactionwith the objects,and the viewing of the world, involving drawing of the
objects.It thereforemakessenseto separatehe graphicsfrom the world managementUsing a
standardprotocol, the descriptionof the world can be passedrom the world managerto the
renderingroutine. This would also allow renderinghardwareto be easily substitutedfor the
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softwarerenderer.

The advantage®f separatiorof the routinesproducinggraphicaloutputfrom the virtual world

managesuggests similar separatiorfor theinputroutines.With thewide rangeof inputdevices
currently availablesuch as keyboardsmice and gloves, easysubstitutionof one for the other
requiresa degreeof separatiorfrom the restof the system.

Virtual

— > [ Output

Inpu.t :> World Devices
Devices :> Manager I:>
Gestures Scene
Descriptions

Figure 5 Top Level breakdown

The top level breakdownof the systemis summarisedn Figure 5. The input device drivers
gatherandtranslatethe raw datafrom the hardwareand transferit in somestandardiormat to
the virtual world manager.For virtual reality, a suitableformat would be a gesturesuch as
MOVING LEFT or POINTING FINGER.This abstract®verthe differentcharacteristicef each
deviceandjust returnsthe salientinformationrequiredby the virtual world managerAn output
driver will takea descriptionof the objectsin the world andtheir positionsandrenderthem.The
virtual world managemay operateat a high level working with worlds and objects.The actual
threedimensionaldescriptionof the objectsandthe physicalcharacteristic®f input devicescan
be safely abstractedo the devicedrivers.

2.1.2.The Virtual Reality Operating System

The specificationfor the systemrequiresthatit be ableto supportdifferent applications.These
applicationswill differ in the way objectsinteractwith eachother and with the world. Each
applicationwill howeverneeda world containingobjectsand somemeansof controlling the
objects.It would makesenseo groupthe functionality commonto all applicationan acommon
core. A higher level application layer can then selectively use these functions to createa
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customisedvorld.

ol

Virtual
World

Kernel

:> Output
Devices

Scene

Descriptions

Input
Devices ::>

Gestures

Figure 6 Virtual Reality OperatingSystem

The systemwith the applicationlayer includedis shownin Figure 6. The resemblancdo a
conventionaloperatingsystemmay be seen.The virtual world kernelmanageghe resourceof
thevirtual world in muchthe sameway as,for example the UNIX kernelmanagesheresources
of the machine.Similarly the devicedrivers provide a deviceindependentneansof accessing
variouspiecesof hardware The applicationprogramsmakeuseof the functionsprovidedby the
kernel.

2.1.3.Design Specifications

The specificationsfor the systemgiven earlier give the following requirementdor the various
sectionsof the system:

The applicationlayer must:
- Supportthe developmenbf different virtual realities.

The virtual world kernelmust:
- Supportmultiple worlds.
- Supportmultiple usersin eachworld.
- Supportconnectiondrom other machines.
- Use parallelismto reducethe load on individual processors.
- Providethe ability to associatattributeswith objects.

Pagel5



- Allow objectmanipulationroutinesto be easily created.

The outputdevicedriver must:
- Renderan imageof a world.
- Use parallelismto attemptto reducerenderingtime.

The input devicedrivers must:
- Interfacewith the input devicebeingused.
- Determinewhich gestureis beingmadeand passthis informationto the virtual world
manager.

2.1.4.Data structures

At this point it is appropriateto decideon the principal data structuresfor the system.The
essentiaktructuredor a virtual reality systemare objectsandworlds.

The objectsarerequiredto haveattributesassociatedavith them.While the setof attributess not
completelydefined, some attributesare requiredfor the operatingof the system.For correct
display, object position and orientationmust be known. In orderto supportgeneralattributes,
provision must be made for extra fields that can be specified at run time. The structure
representingan objectwill thenhavethe following fields:

- position (positionin space).

- orientation(directionin which the objectis facing).

- name(or type of the object).

- scale(size of the object).

- list of otherattributes.

A world consistsof a collection of objects.

2.1.5.Designof modules

Thefour areaslescribedabovecannow be designecndimplementedndependentlyThis design
andimplementatiorwill be detailedin the following chapters.
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2.2. The Implementation environment

Certain design decisionsare influenced by the needto work efficiently on the transputer
architecture.The sectionsbelow describethe working environment.

2.2.1.Hardware

Two transputerclusterscontainingl6 processorgachwere availablefor the implementatiorof

the system.Eachclusterconsistedof a motherboardequippedwith cross-barswitchesallowing

the externallinks on the transputeito be connectedn any configuration.The cross-baswitches
weresoftwareswitchable Eachtransputemwvasmountedon a separatevorker boardthat plugged
into one of the 20 connectorson the mother board. Each worker board containeda T800
transputeras well asbetween2 and8 Mbytes of RAM.

Video controller cards

e

(J
N
[ J
[ ]
®
[ J

L
Host PC %

16 link bus Powerglove

Figure 7 Hardwareusedfor implementation

Threeof thetransputeboardswerespecialisedTwo containedG300video controllersandcould
be usedfor the display of graphics.The third was equippedfor communicationover ethernet.

The two clusterswere linked by a bus capableof carrying 16 links. Theselinks could also be
controlledby the cross-barswitches.
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Externally,eachclusterwasconnectedo a PCvia a RS422interface.Configurationinformation
and programswere downloadedvia this link. Otherworkstations,both PCsand Sparcstations,
could communicatewith the clustersvia the ethernet.

A powerglovewas interfacedto one of the host PCs. This device could measurefinger bend,
wrist rotationandthe positionof the handin spaceDatafrom the glove could be transmittedvia
the PC to programsrunningon the transputers.

The hardwareusedis summarisedn Figure7.

2.2.2.Software

The transputeris capableof functioning as a conventionalsequentialprocessorand, with its

floating point unit, is well suitedto suchapplications.t alsocontainsa numberof instructions
suitedto parallelprogrammingThe sectionbelowdetailsthe programmingenvironmenusedfor

the virtual reality systemand someof the detailswhoseunderstandings crucial to successful
transputer programming. These details are also necessaryto understandsome of the

implementationdecisionsmadein this project.

2.2.2.1.The developmentenvironment

Severalifferentdevelopmenbptionsareavailablefor softwaredevelopmenobn transputersThe
programmingtools available when developing this system were the Occam programming
language,the Helios Operating System,and a PC basedC cross compiler. Unfortunately a
compilerfor an object-orientedanguagewas not accessible.

2.2.2.1.1.0ccam

The Occam programminglanguagewas developedfrom David May's EPL (Experimental
ProgrammingLanguage)and Tony Hoare's CSP (CommunicatingSequentialProcesses)22].

Occam'sdevelopmenby INMOS Ltd was closely linked to the designof the transputerchip.

Occaminstructionsthus mapto transputerassembleinstructionsvery easily.

Occam code supportsprogramswritten as a collection of processescommunicatingthrough
channels.The Occamminimalist philosophyhas produceda languagethat is not much more
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expressivethan the transputerassemblylanguage.Certain programmingtechniquessuch as
recursioncannot be easily implemented[4]. Theseconsiderationgesultedin Occam being
rejectedin favour of a higherlevel language.

2.2.2.1.2 Helios

Helios is an operatingsystemdesignedfor transputerarchitectureg47]. The systemis similar
to UNIX, andincludesa UNIX compatibility library with functionslargely compatiblewith the
POSIX standardlt is capableof runningon a network of processors.

Use of this systemindicatedthat the overheadof the operatingsystemon the transputerinks
produceda noticeabledelay in the system,making it unsuitablefor fast graphicsapplications.
The operating system also had a tendencyto fail frequently making it unsuitableas a
developmengenvironment.

2.2.2.1.3.TransputerCross-compiler

The stand-aloneerosscompilerwasfound to be the mostsatisfactoryof the threeoptions[44].
The compileris an ANSI C compilerwith supportfor the extra transputeroptions. The extra
optionsarein the form of library calls that are compiledto inline code,makingthemeasyand
efficient to use.Completecontrol of the transputetinks is given makingit possibleto extract
maximumbandwidth.

The compilerhasa networkloaderthat downloadsan executabldile from a PC onto eachnode
in the cluster.It thenrunsa serveron the PC makingit possibleto accesghe disk on the PC
from the root nodein the clusterusingstandardC file functions.The servermay be modified to
allow informationfrom other peripheralgo be transferredo the transputers.

2.2.2.2.Transputer characteristics

As with all devices,the transputerhas certain characteristicghat influence the way in which
programs are constructed.This section points out the constraintsthat are placed on the
programmetof the device.

The memorymap of the transputeris a 4 Gbyte linear addressspace.The T800 processohas
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4 Kbytesof faston-chipRAM startingfrom address8000000H.The first few addressesf this
memoryare usedby the processoito control the externallinks and other processoifunctions.
Conventionalsystemmemorynormally occupiesaddresseslirectly after the on-chip memory.

Communicationon the transputeris by meansof messagepassingover channels.Passing
dynamic data structuresis difficult, especiallywhere the data contains pointers which are
processordependent.The tendencyis to allocate contiguousblocks of memory for those
structureghat will needto be passedetweenprocessesandto avoid the useof pointers.

Sincechannelsare memorymappedandthe transputethasno built-in run-time stackchecking,
processeareresponsibldor eitherallocatingsufficientstackspacepr for performingtheir own
overflow checks.The optimal areato usefor stackspaceis the on-chip RAM dueto the low
accesgime. Howeverstackoverflowin this areacancauseoverwriting of processocontroldata.
Thusstackcontrolis an areafor carefulconsiderationin particular,recursionis almostalways
undesirable.

Anotherpotentialproblemareais channeluse.Therearetwo typesof channel the physicallink
implementedas a wire joining processorsand a softwarelink for messagepassingbetween
processesn the sameprocessorNo distinctionneedbe madeby the programmerandbothtypes
of channelanberegardecasanaddressn memory.Synchronizatioroccursby placingcertain
valuesin theseaddressesCommunicationwill occur successfullyonly if thereis one process
readingfrom the channelandonewriting to it. An easilymademistakeis to havetwo processes
readingfrom the samechannelsimultaneouslyin this casethe resultis unpredictablebut often
oneprocessmay erroneouslysucceedn reading.

An alternationmechanismis built into the transputerto control accesso commonresources.
Eachprocesss assigned channel,andall the channelsare polled to find out which processes
arerequestingpermissionto usethe resourceThe channelanustoccupya contiguousblock of
memory. This makesit difficult to allow new processeso join thoserequiring accesswhile a
programis running. In practice,a maximum is usually defined and this is fixed during the
runningof the system.
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2.2.2.3.Support software

While a stand-alonecompiler provesusefulin removingall the extraoverheadof an operating
system,it doeshavethe disadvantagé¢hat many usefulfacilities are unavailable.To copewith
this shortcoming.a numberof supportmoduleswere written. Theseare not of directrelevance
to the functionality of a virtual reality system but are essentiato the operatingof the system.

One useful facility is the ability to route messagevetweenany two processorsNormally this
would requireexplicit routing of thedata,andprocessesn all intermediateprocessorso forward
the data. A communicationmodule was built that allowed communicationbetweenarbitrary
processorsThe moduleis given a representatiof the externallink network,andit designsa
routing table using the shortestpath betweennodes.It creategprocesse$o monitor eachof the
externallinks of eachtransputeandto forward messagedestinedor transputergurtheron. The
appearancef the function calls for this interprocessocommunicationresemblethe original
channelfunction calls, with the additionof a field for the numberof the destinationprocessor.
No buffering is doneby this module,buffering mustbe performedby the receivingprocessf
link congestionis to be avoided.

Thefunctionsprovidedby the compilerareonly capableof accessinghe PC serverfrom theroot
nodeof the transputercluster. The servermay be usedto print messagesn the screenjto read
keystrokesto readandwrite to files andto interfacewith any otherattachedperipheralssuch
asthe powerglove.The restrictedaccesdss a problemwhen thesefacilities are neededby the
othernodes,especiallyfor debuggingpurposesThe link modulementionedabovewas usedto
extendthe facilities.

Libraries were also constructedo preventcontentionbetweenprocesse®n one processolfor
resourcen that processorThe transputercanrun high priority processeshat are not subject
to normal context switching. This was usedto implementsemaphoresvhich can be usedto
ensureexclusiveacces$o somedeviceor sharednemory.No restrictionis placedonthe number
of processeshat can contendfor somesharedresourcewith this method,unlike the technique
mentionedin section2.2.2.2.A setof functionsto implementa sharedbuffer werethenadded.

The transputerethernetcardwasonly suppliedwith driversfor useunderHelios. The low-level
drivers were portedto run underthe stand-aloneC, and a partial TCP/IP implementationwas
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addedto this. The implementationof a standardprotocol allows other operatingsystemsto
communicatesasily with the transputercluster.

2.3. Summary

This chapterhas presenteda top-level breakdownof the systembeing implemented.Further
chapterswill explore each of the sectionsmentionedin greater detail, and will describe
implementationconsiderationgor each.
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3. Output Device Drivers

This chapterstartsby presentinghe designfor the outputdevicedrivers.Implementatiorissues
arethenconsideredwith the emphasison the implementationof the renderingsystemrunning
on the transputercluster. Techniquedor producingfast graphicson a single processoire first
consideredfollowed by detailsof extendingtheseto multiple processorsA brief mentionof the
otherimplementedoutputdriversis then made.

3.1. Designof an output devicedriver

3.1.1.Requirements

The requirementdor the outputdevicedriver werethatit must:
- Renderanimageof a world.
- Use parallelismto attemptto reducerenderingtime.

The renderingrequirements not a novel application.Many systemshave beencreatedwhere
three-dimensionasceneshaveto be rendered.The useof parallelismis not particularly unique
either,a numberof systemsaveattemptedh measuref parallelrenderingIn generalhowever,
thesesystemshavenot beenintendedfor a virtual reality application.

Thetwo principaldifferenceswvherevirtual reality applicationsareconcernedirethattheimages
must be renderedvery rapidly, in real time, and that the delay betweena userinput and the
correspondingchangein the renderedoutput, the latency, must be small. In working virtual
reality systems[30] [1], frame rates of 6 frames/secondand a latency of less than 200
millisecondsare mentionedas minimum requirementgor the illusion of reality.

Sincespeedand generalityare often contradictoryrequirementspne mustusually be sacrificed
for the other.In this casethe complexityof the objectsto berenderedwill bereducedo improve
renderingtime. The following are limitations that will be accepted:

- Objectswill be madeof polygons.
- Polygonswill be convex.
- Objectswill notintersect.
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The first two limitations are reasonableand are not uncommon.Curved surfacescan be

approximatedo anylevel of detail by usinga sufficiently fine polygonmesh.Concavepolygons
canbe createdby using a numberof convexpolygons.The third limitation seemsexcessively
strict in a virtual reality systemthat is concernedwith objectsthat will be interacting. This

limitation doesremovethe necessityfor a largeamountof computationandsowill be retained
for the presentFutureversionsof the renderemay attemptto overcomeit.

3.1.2.Design

Rendereraretypically constructedy creatinga pipelineof severaktandardperationgFigure8
[18], Figure 9 [14]). Theseoperationsnclude clipping, transformation projectionand hidden-
surfaceremoval. The descriptionof the sceneto be displayedis fed into the pipeline which
eventuallyproducesa sequencef primitives (two dimensionalinesandpolygons,for example)
to be drawn. The pipeline typically endswith someroutines capableof producinga visual
representatiomf theseprimitives.

THREE
DIMENSIONAL
WORLD

THREE
DIMENSIONAL
VIEWING

Transform
To Viewing
Coordinates

Clip
Against
View

COORDINATES

COORDINATES

Volume

THREE
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VIEWIN!
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Window VIEWING
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=———=1{ DISPLAY
DEVICE

Figure 8 Logical Operationsn three-dimensionaliewing

Viewport
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Transform
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Coordinates

The clipping stageslicesoff the piecesof the objectthatshouldbe displayed.Thetransformation
operationdranslate scaleand rotate objectsso that they appearin the correctpositionrelative
to the viewer. Projectionis necessaryo display a three-dimensionatepresentatiorio a two-
dimensionaldisplaydevice.Hiddensurfaceremovalcausesnly the visible partsof objectsthat
are obscuredby othersto be drawn.

Therequirementor therendererstateghatit mustbe ableto renderanimageof theworld. The
world consistsof a collectionof objectsasdefinedin section2.1.4.The pipelineusedto render
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Figure 10 Graphicspipelinefor outputdevicedriver

a world is shownin Figure 10.

Thefirst stageis the hiddensurfaceremovalroutinefor the objectsin theworld. This determines
which objectsare obscuringothersallowing eachobjectto be drawn appropriately.The object
clipping stageeliminatesthoseobjectsnot visible from the currentviewpoint.

Therestof the pipelineworks at a polygonlevel for eachobject. The polygonsare movedto the
appropriatgositionrelativeto the currentviewpoint. At this stagethey maybe givenappropriate
colourvaluesto simulatethe effect of light sourcesn the world. Next, correctionsare madeto
takeinto accountpolygonsthat are obscuringothers.Polygonsarethenclippedso that only the
sectionsthat are to appearon the display deviceremain.Finally eachpolygonis drawn.

3.1.2.1.Data structures

The datastructureusedto representachpolyhedralobjectis a standardne.It consistsof a list
of the verticesin the object,anda list of the polygonsin the object. Eachpolygonis described
asa list of vertices,eachvertex specifiedby its index in the vertexlist. This representationms
similar to the ObjectFile Format(OFF) usedfor interchangeandarchivingof threedimensional
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objects[33].

In manythreedimensionalkcomputergraphicssystemsyotation matricesare usedto control the
orientationof objects.Matrix multiplicationis usedto combinedifferentrotations.An alternative
to the rotation matrix is the quaternion[31]. A quaternionmay be representedoy a four
componentvector,encodinga vectorand an angleof rotationaboutthat vector.

Quaternionsare equivalentto rotation matriceswhen representinghe orientationof a three

dimensionabbject,but canbe composednoreefficiently sincerotationmatriceshaveredundant
entries.The singlerotationangleabouta vectorhasbeenfound to be moreintuitive to usethan

the Euler anglesusedin a rotation matrix.

Quaternionswere thus selectedto representbrientation. They are easily convertedto rotation
matriceswhentransformingpoints.

3.2. Implementation of the graphics pipeline

A numberof techniquesxistfor implementingthe variouscomponent®f the graphicspipeline.
This sectioncomparessomeof the more appropriate.

3.2.1.Rendering

This sectiondealswith the conversionof the polygonrepresentatiofrom an abstracicollection
of coordinatedo an areaof colour on the screen.

3.2.1.1.Line drawing

Oneof the simplermethodsof renderingthreedimensionabbjectsis by generatinghe outlines,

producinga ‘wireframe' image.Efficient line drawingis alsorequiredwhendrawingsolid areas.
Therearea numberof acceptednethodsfor generatindines, the mostcommonis Bresenham's
line algorithm. The following sectionspresentthis algorithm and somealternativesthat were

foundto be superior.
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3.2.1.1.1 Bresenham'slgorithm:

This routineusesa decisionfunction to selectwhich oneof two adjacentpointsis to be plotted
next[29]. The decisionfunction usesonly shift, addition and subtractionoperationson integer
values It canthusbeimplementecefficiently. Pseudo-codéor this routineimplementedor lines
with positive slopelessthanone,is shownin Figure 11.

Foraline: (x,y) to (x + Dx,y + Dy) where

0 £ Dy £ Dx,

O£ Dy, 0 £ Dx
f=2*(Dy - Dx)
h=2* Dy
e=2*Dy-Dx
for i := 0to Dx do

plot (x, y)

if e > 0then
y=y+1
e=e+f

else
e=e+h
X =x+1

end if

end for

Figure 11 Bresenham'dine-drawingalgorithm

The Bresenhanalgorithm hasseveralproblems.It works pixel by pixel, evenwhenthe 'jaggy’
natureof the representatiomf the line on a rasterdisplay permitsthe useof a single operation
to fill a numberof adjacentpixels. Secondlyit requiresa comparisonat eachpixel.

3.2.1.1.2.Segmentedine drawingalgorithm:

A greatproblemwhendrawinglinesis the fact thatthe slopeis usuallysomenon-integralvalue.
Thuseitherfloating point arithmeticmustbe usedto represenit, or someintegralapproximation
is required.The latter caseis the one often chosensincefloating point operationsare normally

slow.
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Displaydevicesarenormallydiscrete displayingpointsasquantisegixels.Linesdrawnon such
displaysappeanagged,constructedf a numberof smallerhorizontalor vertical segmentsilf it
werepossibleto calculatethe size of thesesegmentsa singleblock fill instructioncould colour
many pixels at once.

The lengthof a singlehorizontal’jag’ canbe found by calculatingthe changein the horizontal
(x) coordinatecorrespondingo a unit changein the vertical (y) coordinate.This changein x is

typically a non-integervalue, namelythe quotientdx / dy. Sincethe display deviceis discrete,
only the integerpartis of interest.The fractionalpart may not be discardedsincethis will result
in roundingerrors.The fractionalerror term mustbe accumulatecandusedto makecorrections
whennecessary.

The errorterm may be storedin integerform by keepingit asthe numeratorof a fraction with
dy asdenominatorThusthe changein x is:

dx DIV dy (DIV = integerdivision)
anderrortermis:

dx MOD dy.

The value of the changein x canbe usedto fill in severalpixels simultaneouslyspeedingup
drawingif a block move instructionis used.The error term can be kept as a measureof the
fractionof theline thatwaslost dueto rounding,andincorporatednto the calculationof the next
segmenbf the line.

A proceduramplementingthis techniquels shownin Figure 12. The errortermis initialised to
give an extra half pixel initially to provide a balanced appearanceto the lines. The
FillHorizontalSegmengx, vy, ) functionis assumedo drawa horizontalline of lengthl from the

point (X, y).

Whenimplementationon the transputersare comparedthe speedof the Bresenhamnalgorithm
doesnot vary much from that of the segmentedoutine. This is due to the MOD and DIV

instructionsthat areslower (39 clock cycles)thanaddition (1 clock cycle). Anotherfactoris the
block move that takesa relatively long time to start, althoughit transfersdata rapidly once
underway.The block moveoperationis thusonly suitablefor caseswith long segmentspamely
lines with a small gradient.
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Foraline: (x,y) to (x + Dx,y + Dy) where
0 £ Dy £ Dx,
0 £ Dy, 0 £ Dx
error:=Dx / 2
i:=0
end:= x + Dx
while i < Dy do
length:= (errorDIV Dy) + 1
error:= (error MOD Dy) - Dy
error := error + Dx
Fill[HorizontalSegmentx, y + i, length)
X := X + length;
=i+ 1;
end while
FillHorizontalSegmentx, y + Dy, end- x)

Figure 12 Segmentedine-drawingalgorithm

A more efficient versionof the segmentedine-drawingroutine usessubtractionto simulatethe
MOD and DIV operationslt also only invokesthe block move oncethe gradientis below a
certainvalue. This routine may be found in Figure 13. This routine usesthe block moveif the
slopeof theline is lessthan 1/10. This valuewasfound to maximisethe effect of the tradeoff.

3.2.1.1.3.DDA algorithm:

The DDA (Digital Differential Analyzer)algorithmplots pixels by makingunit incrementsalong
one axis, while incrementingthe other axis by the slope[18]. The problemwith this routineis
thatit makesuseof floating point valuesto representhe slope.

It is possibleto usethe fasterintegerarithmeticon thesefloating point valuesas shownin [4].
The floating point numberis storedin two integers,the integral part of the numberis storedas
anintegerandthe fractional partis multiplied by 2°** and storedas an integer.

The algorithmis shownin Figure 14. In this casesincethe slope< 1, only the fractional part of
the slopeis necessaryThey coordinates representetby the variabley holdingthe integralpart
of this coordinateand yfraction holding the fractional partin the mannerdescribedabove.The
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Foraline: (x,y) to (x + Dx,y + Dy) where
0 £ Dy £ Dx,
0 £ Dy, 0 £ Dx

error:=Dx/ 2
i=0
end:= x + Dx

if Dy * 10 > Dx then
for i :=0to Dy do
while error> 0 do
error := error - dy
Plot (x, y + 1)
X=x+1
end while
error ;= error + dx
end for
else
for i :=0to Dy do
length:= 0;
while error> 0 do
length:= length+ 1
error := error - dy;
end while
error := error + dx;
FillHorizontalSegmentx, y + i, length)
X := X + length
end for
end if
FillHorizontalSegmentx, y + Dy, end- x)

Figure 13 Modified segmentedine-drawingalgorithm

fractional partsof y andslopeare addedand placedin the fractional part of y. The carry from
this additionis thenaddedto y.

3.2.1.1.4.Comparisonof line drawingtechniques

A comparisorof the variousline drawingroutinesis shownin Tablel. The implementationof
Bresenham'algorithm,the two segmentedoutinesandthe DDA routineall useapproximately
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Foraline: (x,y) to (x + Dx,y + Dy) where

0 £ Dy £ Dx,

0 £ Dy, O £ Dx

slopefraction:= dy / dx * 2%
yfraction:= 0

for x ;= x to x + Dx do

Plot (x, y)

yfraction := yfraction + slopefraction
(using 32 bit integeraddition)

y :=y + carry from aboveaddition
end for

Figure 14 DDA algorithm

Table | Lines of varying lengthdrawn per secondby eachroutine

Line Bresenham | Segmented| Optimised DDA Optimised
Length/[pixels] Segmented DDA
11 15939 15789 17396 19297 21464

114 1748 1816 1964 2436 2866

229 879 916 987 1236 1460

344 587 612 659 828 980

458 441 460 495 623 737

573 353 368 396 499 591

the samelevel of optimization.Speeddifferencesin thesecasescan be attributedto the nature
of the algorithm. The optimisedDDA routine consistsof hand optimisedtransputerassembler

code,andgivesan ideaof the capabilitiesof the graphicssystemitself.

Many graphicssystemsareratedon the numberof vectorsdrawnper secondput not manygive

the length of the vectorstested.The table showsthe speedof line drawing togetherwith the

averagdengthof line drawn.Thelinestestedhadslopesvarying betweerD and1. Theoverhead

involved in taking the measurementsasbeensubtractedrom the timing values.
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Table Il Characteristic®f Line drawingroutines

Bresenham | Segmented | Optimised DDA Optimised
Segmented DDA

Clock 98 94 87 69 58
Cyclesper
pixel
Clock 145 205 144 253 271
Cyclesfor
setup

The correspondencketweerthe time takento drawtheline andtheline lengthmatchesa linear
function very closely. The coefficientsfor the lines testedare shownin Table ll, givenin 20
MHz transputerclock cycles.It canbe seenthatthereis a tradeoff betweenthe time takento
setupthe valuesrequired,andthe time takento plot eachpixel. For examplethe shift operations
requiredwhenstartingthe DDA takelongerthanthe simplearithmeticinvolvedin Bresenham's
algorithm,eventhoughlesstime is requiredto plot eachpixel. Comparingthe two extremesthe
optimisedsegmentedoutineandthe optimisedDDA showsthatthe formeris superiorfor lines
of lessthan4 pixels length,while the latter is fasterin the other cases.

3.2.1.2.Polygon rendering

Various algorithmsexist for drawing polygons.They generallyfall into two classeqd18]. This
first classdrawsthe outline of the polygon and startscolouring from a point on the inside,
checking that it stays inside the boundary while doing so. The other class calculatesthe
boundarief the polygonandcoloursthe interior regionat the sametime.

Thefirst classof fill algorithmis not suitablefor fast polygonrenderingdueto the complexity
of pixel plotting. For eachpixel plotted,checksmustbe madeon the adjacenpixelsto determine
whetherthey are on the boundaryof the areabeingfilled.

The secondclassis more suitablesinceit canbe usedto fill blocksof pixels at a time, rather
thanby working on anindividual pixel basis.Sincethe polygonsto be renderedareall convex,
thefill canbe performedby traversingthe polygonfrom top to bottom(in screencoordinates),
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calculatingthe left andright boundariesimultaneoushandfilling in the horizontalline of pixels
betweenthem. The boundarypoints can be calculatedusing one of the line drawingalgorithms
describedabove.

The following discussionis limited to the considerationof a triangle fill routine. A general
convexpolygoncaneasilybe decomposedhto triangles,andanyroutinesdescribecherecanbe
extendedo polygonswith more thanthreesideswithout muchtrouble.

3.2.1.2.1 Triangle Fill Routine

A generaloutline for the triangle fill routine is shownin Figure 15. This algorithmis just a
formal versionof the idea describedearlier. The DDA line drawing algorithm can be usedto
calculatethe points on the boundary.A block move can be usedto draw the horizontalline
segments.

3.2.1.2.2 Optimisationsto the Triangle Fill Routine

There are a numberof ways to make the fill routine faster. While a descriptionof coding
techniquess not often consideredelevantto the descriptionof the algorithms,in this casean
exceptionis made.The optimisationsto improverenderingspeedsare often mentionedput are
rarely describedin detail in computergraphicsliterature. Sometechniquesdescribednere are
specifically for the transputerput shouldalso havea more generalapplication.

Use of macrosinsteadof procedurecalls is a useful technique.Apart from avoiding the time
takenin the call itself, the overheaddf passingparameterss removed With the aid of a suitable
macropre-processoithe appearancef the codeis not greatly altered,and the programretains
a structuredappearance.

Relatingspecifically to the transputerthe horizontalfill canbe optimisedby use of the block
move. The block move on the transputeiis very powerful, being able to copy two-dimensional
blocks of data.The instructionrequiressix variablesbefore startingwhich is a high overhead
whenjust copyinglinear arrays.A simplercopy canbe used,which is fasterbut limits someof
the extensiondo thefill routinedescribedn section3.2.1.2.4.

Referringto Figure 15, it may be seenthatthe expressiorx2 - x1 occursa numberof times,but

Page33



For a triangle with vertices:(xa, ya), (xb, yb) and(xc, yc)

Sortandrelabelthe verticesso thatya £ yb £ yc

if xb < xc then

else

end if

for y :=yato ybdo
x1 := point suchthat (x1, y) is on the line segmenjoining (xa, ya) and
(xb, yb)
X2 := point suchthat (x2, y) is on the line segmenjoining (xa, ya) and
(xc, yc)
FillHorizontalSegmentx1, y, x2 - x1)

end for

for y :=yb to yc do
x1 := point suchthat (x1, y) is on the line segmenjoining (xb, yb) and
(xc, yc)
X2 := point suchthat (x2, y) is on the line segmenjoining (xa, ya) and
(xc, yc)
Fill[HorizontalSegmentx1, y, x2 - x1)

end for

for y :=yato yb do
x1 := point suchthat (x1, y) is on the line segmenjoining (xa, ya) and
(xc, yc)
X2 := point suchthat (x2, y) is on the line segmenjoining (xa, ya) and
(xb, ybc)
FillHorizontalSegmentx1, y, x2 - x1)

end for

for y :=ybto yc do
x1 := point suchthat (x1, y) is on the line segmenjoining (xa, ya) and
(xc, yc)
X2 := point suchthat (x2, y) is on the line segmenjoining (xb, yb) and
(xc, yc)
Fill[HorizontalSegmentx1, y, x2 - x1)

end for

Figure 15 Trianglefill algorithm
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x2 neveroccursalone.The differencex2 - x1 is the differencebetweentwo linear expressions
andis thusitself linear. This meansthat the line drawing algorithm could equally well be used
to calculatethe differenceterminsteadof the secondoundary This removegheneedto perform
the subtractionrepeatedly.

The useof anefficient line drawingroutineto calculatethe boundariehasbeenmentioned For
caseswvherelarge numbersof very small polygonsare going to be drawn, increasedspeedcan
be obtainedby usinga routine with a smallersetuptime.

The displaydeviceis memorymappednto an areaof memory.The addresscorrespondindo a
pixel at (x, y) canbe found with the expressiort'StartOfDisplayMemory+ y * DisplayWidth+
x". Ratherthanrepeatthis calculationfor everynew pixel, the offset from the previouspoint is
addedto the previouslycalculatedaddressOnly additionis usedwhich is generallyfasterthan
the multiplication.

3.2.1.2.3.Performancef Fill Routine

Performancdigures obtainedfor the trianglefill routineareshownin Tablelll. Measurements
areaveragedver a numberof trianglesof different shapesThe boundaryfigure is the sum of
the vertical componenbf the boundaries.

Table Ill Performanceof Triangle Fill Routine

Boundary Area Speed

[Pixels] [Pixels] [Triangles/ second]
16.65 16.5 7617

174 1825 1158

348 7303 491

523 16433 278

709 30193 176

884 46876 124

Thetime takento fill atriangleis dependenboth on the perimeterof the triangle,andthe area.
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The former affectsthe amountof boundarycalculationandthe latter determineghe numberof
pixels to be plotted. Sincethe line drawing algorithm movesone stepat a time in the vertical
direction,thetime canbe expectedo havea linear dependencen the vertical componenbf the
perimeter. The area determinesthe number of pixels plotted and can also be expectedto
contributeto the time in a linear fashion.

Time =c + beArea + a<VPerimeter (1)

Fitting the datato (1) givesthe following valuesfor the coefficients:

a= 3.41x 10° second/pixel
b = 1.06x 107 second/pixel
c=7.62x 10° second

The constantc gives a measureof the time to set up the variablesrequiredby the routine,
correspondingo 1524 cyclesof a 20 MHz clock. This setsan upperlimit for the numberof
trianglesthat may be drawnin one second,about13100.The coefficientb givesan indication
of the time takento plot one pixel, just over 2 clock cycles. The block copy operationis
specified as taking 2 clock cycles per byte with a small extra initialisation overhead.The
coefficienta givesthe time takento calculateone boundarycoordinate about68 clock cycles.
This is slightly higherthanthe value givenin Tablell, sincethe versionfor thefill routineis
generalisedo lines of any slope,andcould not be optimisedto the samelevel.

3.2.1.2.4 Extensiongo the Fill Routine

Whenrenderingred/greerstereadmageson a singlemonitor, a horizontalinterlacingsystemcan
easily be implemented Every evennumberedpixel is allocatedto the left eye and every odd
numberedixel is allocatedo theright eye.Thisis implementedrery simply by usinga different
stepsizein the block moveinstructionthat drawshorizontalline segmentsFor stereoviewing
a stepsize of two is used,allowing every secondpixel to be skipped.

Polygonrenderingis dependenbn the hiddensurfaceremovaltechniqueused,aswill be seen
later. Somehidden surfaceremoval routinesrequire depthcomparisondo be madefor every
pixel, requiring renderingto be handledon a point by point basis.In others,comparisononly
needto be madeonceper polygonallowing block movesto be used.
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3.2.2.Hidden Surface Removal

The hidden surfaceremoval problem has no optimum solution in computergraphicsas yet,
althougha numberof commonly usedalgorithmsdo exist. Every applicationmust choosea
techniquesuitableto the problem.Someroutineswork reliably but slowly, otherswork fasterbut
fail in specialcases.

A taxonomyof a numberof differenthiddensurfaceremovalalgorithmswasdevelopedn [38].
A brief descriptionof the variouscategoriedollows in the next section.

In the caseof a virtual reality wherespeeds important,four algorithmswereconsideredvorthy
of a trial implementation.The four are discussedelow togetherwith their relative merits and
demerits.The term'depth’ will be usedto referto componenbf the displacemenbf a polygon
from the viewer in the directionthat the viewer is looking.

3.2.2.1.Categoriesof hidden surface algorithms

The categorizationof different hidden surfaceremoval techniquescan be basedon various
criteria.

Finding out which surfacesare hidden involves sorting the points in the objectin order to
determinethosethat are in front. Since the objectsoccur in three dimensionalspace,each
algorithm can be classifiedaccordingto the orderin which eachcoordinateaxis is searched.
Generallythe X andY axesaretakenas horizontaland vertical respectivelyandthe Z axis is
usedto representlepth.Examplesof the ordersusedin variousroutinesareZYX and Y XZ.

The algorithmsalsocanbe classifiedaccordingto whetherthey operaten imagespaceor object
space.Object spaceroutines perform to arbitrary precision, usually that of the data type
representinghe object. Image spaceroutineswork at a resolutiondeterminedby the display
device.A ray tracing procedureis an exampleof an object spaceroutine. Someimage space
routinesare describedn the next section.

Finally algorithmscan be categorisedaccordingto the natureof the algorithm. The remainder
of this sectiondescribessomeof the different methodsavailableat the time of [38].

The list-priority categoryof algorithminvolves assigninga priority to eachface. The relative
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priorities of two facesare basedon the way in which the two facesobscureeachother. Much
of the priority informationis independentf the anglefrom which the objectis viewed,andcan
be calculatedbeforehand Separationof the sceneinto disjoint clusterssimplifies the priority
calculation. Dynamic list-priority algorithms assign priorities to the faces basedon depth
information. Correctionsmay be madefor overlappingfaces.

The depth-priorityalgorithmsconsistof two categoriesarea-samplin@nd point-sampling.The
area-samplingalgorithm attemptsto divide the screeninto areasthat can be given the same
colour. Areascontainingtwo or more visible facesare divided until this conditionis satisfied.
The point-samplingalgorithmsdecomposéhe polygonalfacesinto a setof horizontalscan-lines.
As the screenis traversedfrom top to bottom, only the relevantscan-linesfor eachlevel are
considered.Depth calculationsneed only be made where a scan-linestarts or stops. These
routinesmake use of coherencethe tendencyfor adjacentpixels to havethe samevalue. The
area-samplingvorks on areacoherencethe point-samplingon the coherenceropertiesof the
segments.

3.2.2.2.Implemented Hidden Surface Removal Algorithms

Four hiddensurfaceremovalroutineswere chosenfor implementationThe Z buffer and Scan-
line routines were chosenbecauseof their popularity in computer graphics literature. The
Painter'salgorithmandthe BSP treetechniquewere chosendueto their apparensuitability for
high speedrendering.

3.2.2.2.1.Z buffer hiddensurfaceremoval

The Z buffer algorithm is an image spacehidden surfaceremoval technique.A pseudocode
descriptionof the algorithmis givenin Figure 16.

Eachpixel is associateavith the depthvalue of the last point plottedthere.The pixel may only
be overwrittenif the new point being plottedis closerto the viewpoint thanthe previousone.
Plotting the pixel updatesboth the pixel colour andits associatediepth.The depthinformation
is normally storedin atwo dimensionakrray,the Z buffer, whosesize correspondso the limits
of the display device.
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zbuffer[x, y] := -¥, " (x, y) onthedisplay

for eachpolygonin the scene
for eachpoint in the polygon
let (x, y) be the position of the point on the display
let z be the depthof the point (X,y)
if z > zbuffer[x, y] then
Plot (x, y)
zbuffer[x,y] := z
end if
end for
end for

Figure 16 Z buffer algorithm

With the Z buffer method,the polygonrenderingandhiddensurfaceremovalarecloselylinked.
Rasterisatiorof eachpolygonoccursfirst andthe Z buffer is then consultedfor every pixel to

be drawn.

Thedisadvantagewith this methodarethelargeamountof memoryrequiredto storethe matrix,
andthe largeamountof computatiorrequiredper pixel. A depthcomputatioranda comparison
needbe performedfor every pixel in everypolygon.

A furtherdisadvantagés theinability to usea singleinstructionto fill a horizontalline segment,
aseachpixel requiresindividual considerationThusthe full speedof thefill routinecannotbe
obtained.

Someimprovemenin speedcanbe obtainedby usingoneof theline drawingalgorithmsfor the
depthcalculations Acrossa scan-line,depthcanbe linearly interpolatedoetweenthe valuesat
the two boundariesThe depthalongthe boundariesnay be similarly calculatedrom thatof the
vertices.A furtheroptimisationcanbe madeby just calculatinga singledepthvaluefor anentire
horizontalline segment.This last optimisationwill causethe routine to fail for polygonsthat
penetrateothers,however.

Clearingthe Z buffer canalsobe a time consumingtask. Insteada floating offset can be used
for casesvherethe total depthof the sceneas somefinite value muchlessthanthe rangeof the
type to representlepth. This offset holdsthe maximumvalue put in the buffer in the previous
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frameandis addedto the depthvalue computedfor eachpixel. This ensureghat the pixelsin
the currentsceneare alwaysin front of, andthusunaffectedby, thosefrom the previousframe.
Whenthe limit is reachedthe buffer canbe clearedandthe offsetreset.

3.2.2.2.2.Scan-linehiddensurfaceremoval

This routine is a YXZ image space,point-sampling,hidden surface removal algorithm. A
pseudocode@efinition is givenin Figure 17.

Sortall polygonson their leasty coordinate.
for y := ScreenTogo ScreenBottondo

Sort all horizontal segmentsof polygons on scan-liney on their least x
coordinate.

for x := ScreenlLefto ScreenRighto

Sortall pixelsat horizontalpositionx on the relevantscan-lineson their
depth.

Plot the pixel thatis closestto the viewer.
end for

end for

Figure 17 Scan-linealgorithm

The scan-lineroutine traverseghe display from top to bottom. It usesan active edgetable to
keeptrack of the polygonspresenton the currentscan-line By sortingthe polygonsinitially, the
new polygonsthat are cominginto view on eachscan-linecanbe found easily. The sortingis
doneby a bucketsortallowing simplelookup of the polygonsstartingon a particularscan-line.

A sortedlist of the horizontalsegmentsrisible on a particularscan-lineis maintained.While
traversingthe scan-linefrom left to right, a list of thosehorizontalsegmentghat overlapthe
currentpoint is kept. Depth comparisonsanthenbe limited to thosepolygonsthat overlap.If
the assumptionis madethat no polygonsintersecteachother,thendepthcomputationsare only
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requiredwhen enteringa new polygon or leavingan obscuringone.

Thepolygonrenderings againembeddeadn the hiddensurfaceremovalroutine. The activeedge
table storesthe end positionsof the horizontalline segmentsand computeshe pixel positions.
Plotting the point can occuroncethe depthcomparisorhasbeencompleted.

The disadvantagewith this techniqueis the relatively (to the other hidden surfaceremoval
techniques)omplex data structurethat it uses.Maintaining thesestructuresentails a certain
overhead.This method also performsa large number of comparisonsper polygon, both in
determiningdepth and in maintainingthe edgelist in ascendingorder. The routine is more
complicatedthanthe Z buffer routine due to the needto handleall the polygonsconcurrently.
This resultsin the needto perform an operation,similar to context switching, betweenthe
polygons, saving the state of the renderingprocessfor one and starting with another.This
contributesto an extraoverhead.

3.2.2.2.3.Painter'salgorithm

The painter'salgorithmis a ZYX image spacedynamiclist priority algorithm.A brief formal
descriptionis givenin Figure 18.

Sortall polygonalfaceson their depthvalue

Draw polygonsfrom backto front

Figure 18 Painter'salgorithm

This routineinvolvessortingthe polygonsaccordingto their depthandthenrenderingfrom back
to front. Any polygon that is in behind anotherwill be overwritten, appearingas if it were
obscuredby that polygon.

The hiddensurfaceroutine andthe renderingcan be completelyseparatedThe hiddensurface
routinefirst performsthe sort, working only with polygondata.This is followed by the polygon
rendererthat can operateas describedn a previoussection.

Thistechniquehasthe disadvantagef sometimedailing to operatecorrectlywhentwo polygons
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intersector overlapin both depthand area.The sorting stageis alsotime consuming.although
a significantspeedmprovements notedwhenusingthe previoussortedlist asa startingpoint
for the next sort. In onetest, this techniquereducedthe sortingtime by a factor of 8.

The advantageof this methodis the speedimprovementresultingfrom the reducedamountof
computation,since the routine works at a polygon level as opposedto the pixel level of the
previousroutines.

3.2.2.2.4 Binary SpacePartitioning(BSP)trees

The BSP tree algorithmis a developmenof list-priority algorithms.Actual priority valuesas
suchare not calculated,nsteadthe mannerin which one polygon obscuresanotheris encoded
in a binary tree structure.The treeis generatedy a pre-processingtage.Whenrenderingthe
object, all thatis requiredis a traversalof the tree.

procedure maketreg(pl : list of polygons): tree

FrontList:= /A&
BackList:= /£

Let k be the index of a polygonin pl

for i := 1 to lengthof pl do
if i <>k then
Split polygoni on polygonk to get FrontPartsand BackParts
Add FrontPartgo FrontList
Add BackPartgo BackList
end if
end for

return a binary treewith polygonk asroot,
maketregFrontParts)asleft subtreeand
maketregBackParts)sright subtree

Figure 19 BSPtree generatioralgorithm

An algorithmfor the tree generatiorphasein givenin Figure 19 [15]. Given a setof polygons,
{P1, Po .- P}, chooseonep,. The planein which p, lies partitionsspaceinto two half spaces.

Page42



A front sidefor p, canbe foundby calculatingthe normalby someconsistentethod.The other
polygonsin the settheneitherfall into the front half spacefor p,, the back half spaceor both.
By splitting thosethatlie in both half spacestwo setsof polygonscanbe obtainedonethatlies
totally in front of p,, and one that lies totally behind.From any viewpointin front of p,, the
polygonsin front will obscureit, and p, will obscurethe polygonsbehindit. For a viewpoint
behindp, the reversewill apply. The binary spacepartitioning tree can be constructedwith p,
astheroot, andthe treesproducedfrom the front and back setsas subtrees.

procedure drawtree(eye: viewpoint, tree: BSPtree)

if treeis not emptythen
if eyeis in front of root polygon of treethen
drawtree(eye, backbranchtree))
DisplayPolygon(root polygonof tree)
drawtree(eye, frontbranch(tree))

else
drawtree(eye, frontbranch(tree))
DisplayPolygon(root polygon of tree)
drawtree(eye, backbrancHhtree))

end if

end if

Figure 20 BSP renderingalgorithm

The routine for generatingan image using a BSP tree is shownin Figure 20. The BSP tree
methodis similar to the Painter's algorithm in that it works by drawing the polygonsin a
particularorder,and painting over thosethat are obscured As with the Painter'salgorithm, the
hiddensurfaceremovaland renderingstagesare separate.

The disadvantageof this methodis the sometimeslarge numbersof sub-polygonsproduced
duringthe clipping processA furtherproblemis thatthe treestructurecannoteasilybe modified
andis thus not suitablefor situationswhereobjectsmay moverelativeto one another.

The advantageshowever, are that the tree traversalcan be performedrapidly and that the
algorithm successfullyrendersscenesvherethe Painter'salgorithmwould fail.

Page43



Implementing these algorithms on transputersrequires some special considerations.Both
algorithmsare recursive , which posesa problemfor the transputerarchitecturevhereno stack
overflow protectionexists. The recursionmay be removedby explicitly simulatinga stack,in
which caseoverflow protectionmay be included.

3.2.2.3.Comparison of the different routines

Timing valuesallowing comparisonof the four different hidden surfaceremoval routinesare
shownin Table IV. Thesetimes were taken for one particular test scene.Differencesin the
relativevaluesoccurfor differentscenesthesecanbe explainedby the tendencyof eachroutine
to perform betterin different situations.For example,the scan-linealgorithm would perform
better for an image with few overlappingpolygons,whereasthe Z Buffer routine would be
unaffectedby overlap.

Table IV Timing valuesfor the different hiddensurfaceremovalroutines

Z Buffer Scan-line Painter's BSP Tree
Time/ [s] 1691 7836 225 229

Theinterdependencygf the hiddensurfaceremovalalgorithmandthe polygonfill in someof the
casegnakesit difficult to isolatethe effectsof eachdifferent hiddensurfaceremovalapproach.
An effectthatdoesremainconsistenticrossall but the mostexceptionakcenariosis therelative
orderingof the routines.

Generallythe Painter'salgorithmproduceghe fastestimes. It consistsof little morethanaloop
to draw eachpolygon.It doeshavea disadvantagén thatit occasionallyproducesan incorrect
image. Theseerrors can occur when polygonsintersector overlap. The Painter'salgorithmis
unableto correctlyrendercyclic overlapping,asis shownin Figure 21.

The BSPtreeroutinecomesa closesecondalsodoinglittle morethanjustfilling eachpolygon.
The addedoverheadof performingthe tree traversal,maintaininga stackfor backtrackingand
calculatingthe orientationof eachpolygonmakeshis techniqueslightly slowerthanthe Painter's
algorithm. The orientation calculationcan form part of the back face removal, however(see
section 3.2.2.5). This routine does have a disadvantagavith regardto complex objects.To
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Figure 21 Cyclic overlappingof polygons

generatghetree,manypolygonshaveto be split, furtherincreasinghe complexityof the object.

TheZ buffer routineis the nextmostsuccessfulalthoughstill far slowerthanthetwo techniques
just mentioned.The needfor a point by point depth calculationand comparisonis the major
factorin slowing this routine.

Thescan-lineroutineis the slowestof the four. While the boundarycalculationsvere performed
usingfloating pointoperationgor conveniencen theimplementatiorof this algorithm,this could
slow down the routine by a maximum factor of 2. Although the data structuresusedin this
routine improve the efficiency of the routine, the cost of maintainingthem is high. Dynamic
memorymanagemerhasits cost,asdoesthe sortingstepsrequiredwhenmergingsegmentists.

Coherencedoesnot provide much assistancen sceneswith small polygons,and the needfor

many depthcalculationsper polygonis also expensive.

3.2.2.4.Using the hidden surface routine

Given the aboveresults,the two hiddensurfaceremovaltechniqueghat are bestsuitedfor a
virtual reality applicationare the Painter'salgorithm and the BSP Tree method.The Painter's
algorithmtendsto fail on occasiondestroyingthe illusion of reality. For this reasonthe BSP
Tree methodwas chosenasthe hiddensurfaceremovaltechniqueto be used.

BSPTreeshavethe disadvantagef not beingableto adapteasilyto changesn the scenebeing
renderedThis problemcanbe partially overcomeby addinganintermediatdevel betweerscene
andpolygon. The polygonscan be clusteredaccordingto the objectto which they belong.The
shapeof the objectsare not going to change only the positionsof the objectsrelativeto each
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other.The Painter'salgorithmcanbe usedat the objectlevel to ensurethat objectsobscureeach
othercorrectly. The BSPtreeroutinecanbe usedwithin eachobjectto ensurethatthe polygons
obscureeachothercorrectly. Therearestill casesn which the Painter'salgorithmwill produce
the incorrectoutput, but theseare decreasedby disallowing objectintersection.

Theideaof sortingat anobjectlevelfirst is notunique.Hiddensurfaceremovalusinga variation
on the scan-linemethodto sort the objectsreportsa significant decreasein the number of
comparisonsequired[12]. This methodordersthe boundingboxesof the objectsby y values.
The objectsassociatedvith a particularscan-lineare keptin an active objectlist, sortedby x
value. This allows the objectsthat may be visible on a particularportion of the scan-lineto be
easilyfound. Thedatastructuredescribingthe objectkeepsrackof which polygonsadjoinwhich
others,allowing adjoining coherenceo be used.Whenthe edgeof one polygonis reachedthe
next polygonwill be one of the neighbours.

The otherhiddensurfaceremovalroutinescould alsobe extendedo work atanobjectlevel. The
BSP routines,being the most successfulat a polygon level, could be extendedinto a spatial
partitioning systemat an objectlevel. However,sinceobjectsare not stationary the partitioning
would haveto be revisedperiodically. For this methodto be viable, an efficient partitioning
algorithmwould haveto be devised.

The completesystemthus hastwo levelsof hiddensurfaceremoval,oneat objectlevel andthe
otherat polygonlevel for eachobject.

3.2.2.5.Additional waysto simplify hidden surface removal

While the hiddensurfaceremovaltechniquesare sufficientfor mostapplicationsthereareways
to decreas¢he amountof work needingto be doneif the scenecanbe constrainedn someway.
A classicalexampleis the flight simulatorwherethelandscapés alwaysbehindeverythingelse,
and so may alwaysbe drawnfirst and paintedover.

A similar situationoccursin otherscenariosvhenall objectsare constrainedo be insidesome
object.In thesecasesthe outerobjectcanbe specifiedasa boundaryobjectand alwaysdrawn
first. In addition,if thereareseveralboundaryobjectsthatdo not overlap,or thatalwaysoverlap
in a particularsequencethesecan alwaysbe drawnfirst in somefixed order.
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An easyway to removeup to 50% of the polygonsrequiringconsideratiorduring hiddensurface
removal,is to removethosepolygonsat the back of the object[19]. For opaquesolid objects,
thesebackfacesarenot visible. By prearranginghatthe surfacenormalto eachpolygonin the
objectpointsoutward,thosepolygonsthat arenot facing the viewer caneasily be distinguished.
It doeshavethe disadvantagef making the objectinvisible when the viewpoint is inside the
object. For this reason,t is usedselectivelyin this system.

3.2.2.6.BSP tree generation

The algorithmfor generatinga BSPtreeis givenin section3.2.2.2.4 Mathematicallyit is quite
correct,but problemsarisewhen attemptingto implementit.

The limited rangeand accuracyof the numberrepresentatioron a computermakesit difficult
to split polygonsaccuratelywith an arbitrary plane.Polygonscontaining4 or more points may
no longerbe perfectlyflat. This requireseithercomplicatedmathematicso find theintersection,
or triangulationof the polygon. Calculationof the intersectionpoints of planeand polygonis
difficult, particularlywhenthesepointsare closeto vertices.There,a small roundingerror can
placea pointthatis insidea polygonon the outsideandvice versa.The polygonsresultingfrom
the split may have slightly different orientationsthan the original, which may causethem to
intersectother polygonswhich would previouslyhavebeenuntouched.

One approachto solving this problemis to takethis errorinto account[28]. Insteadof testing
if a numberis greateror equalto zero, it is testedto seewhetherit is greaterthan-e, or in the
range[-e, €] for somesuitablee. This doesmake the algorithm more complexas previously
impossiblesituationsmustnow be detectedand corrected Our approachwasto makeuseof an
infinite precisionrationaltype for all calculations.This sacrificesspeedagainstreliability, and
simplifies the logic.

A similar limitation arisesfrom the datafiles thatareusedto storethe objects Firstly, only finite
precisionis usedin the storage,so accuracyis lost, and polygonsthat were once parallel may
now be at someother angleto eachother. In some caseswhen many sided polygonswere
triangulated the planescontainingthe trianglesare no longer parallel. This may resultin more
of the trianglesbeing split by othersduring BSP tree generationThis problemis worsenedby
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some object generationpackageswhich do not properly produce closed objects. Adjacent
polygonsnot only do not sharevertices,the verticeswhich should be commonactually have
slightly different positions.This resultsin thin fragmentsbeing sliced off polygonsduring tree
generation.

A more seriousproblemwith respectto the generationof BSP treesis the large numbersof
polygonsthat may be split, increasingthe complexity of the object. Since the relationship:
polygonA splits polygonB is not alwaysreflexive, rearranginghe orderin which the polygons
areplacedin thetreecanaffectthe numberof splitswhich occur.In anearly paper[15], theroot
polygonswere selectedso that the numberof splits of thosebelow was reduced.A conflict
reductionstrategywas also employedwhich selecteda root polygon so that possiblesplits are
now placedon oppositesitesof the root. Later work usedheuristicsto reducesplits andalsoto
producea balancedree [40].

Table V PolygoncountswhengeneratingBSP trees

Object Original Naive Conflict Split Conflict = Conflict «
reduc. reduc. Split Split
Dodecahedron | 36 52 53 36 50 36
Epcot 96 249 199 128 130 127
Glass 138 378 268 299 253 298
Hang-glider 117 652 283 251 284 243
Lamp 145 363 321 299 308 294
Pawn 304 1207 766 608 689 609

Our work usedheuristicsdependenbn both split reductionand conflict reductionto produce
minimal splitting. Usedindependentlypoth gaugesreducedthe numberof splits over a naive
ordering,asshownin TableV. The split reductionwasgenerallythe mosteffective.Combining
thesetwo, so that they both contributedequal weights producedan intermediatesaving. The
optimum resultswere obtainedusing split reductionwith the conflict reductionusedto resolve
the caseswvhen split reductionheuristicgave equalvaluesfor a numberof polygons.
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3.2.3.Perspectiveprojections
3.2.3.1.Standard perspectiveprojection

The transformationstageof the graphicspipeline (Seesection3.2.5) arrangeshe objectsand
transformsthe coordinatesystemso that the viewer is looking down the Z axis, with the X-Y
planeat Z = 0 correspondingo the display screen.The viewer is situateda distanced behind

this plane.
x = xd
S @
_ yd
Yp = od
Z, = 0

The perspectivetransformationthat projectsthe points on the objectsonto the screenis well
documented18][19] andis shownin (2).

3.2.3.2.Stereo perspectiveprojection

Producinga stereocimageinvolves creatingtwo separatemages,onefor the left eye,the other
for the right eye, and combiningthe two. The two imagesmay be displayedon two separate
displays,for examplein a head mounteddisplay, or on one display using some methodto

separatehe two images.The techniquecurrentlyin useinvolvescolouringthe left imagegreen
andinterleavingit with the right imagewhich is colouredred. Red/greerfilter glassesareused
to separatehem.

Left eye:
xd-ze
x =
r d+z
_ yd
o T e
©))
Right eye:
x = xd-+ze
D d+z
= ‘yd
yp d+z

The differencebetweerthe two imagesis createdn the projectionstage.The stereoperspective
projectionis an extensiornto the standardorojectiondescribedabove[20]. The differenceis that
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insteadof the viewpointlying onthe Z axis, theleft eyeviewpointis takenasa distancee to the
left of the Z axisandthe right eyeviewpointasdistancee to theright of the axis. The projection

equationsare shownin (3).

3.2.4.Clipping

Regionsof the polygonsthatwill not appearon the display devicemustbe removedor clipped
beforean attemptis madeto draw them. Plotting non-existenpoints, particularlywith memory
mappeddevices,can havedisastrouseffects.

Clipping canbe performedat a pixel level, checkingthateachpoint correspondso avisible pixel
on the screenbefore plotting it. As may be evidentfrom discussionin previoussections this
would add a sizeableoverheado thefill routines.A more satisfyingalternativeis clip off the
piecesof eachpolygonthat do not fall into the visible areaof the display.

While a numberof generalpolygon clipping techniquesexist [39], [25], [41], the specialcase
of aconvexpolygonbeingclippedagainstarectanguladisplaywindow is not well documented.
While this specialcasecan be clipped by thoseroutines,no advantagdas madeof the extra
constraints.

The clipping algorithmusedin our implementations a developmentf the techniquedescribed
by Sutherlandand Hodgmanin [39]. The algorithm traversesthe polygon, consideringeach
successiveedge.Each edgeis clipped againstthe boundaryand the points inside and on the
boundaryare usedto constructa new clipped polygon. The edgeclipping routine makesuse of
theline clipping routinepresentedn [7], which combinesa numberof well knownline clipping
algorithms.

The order in which clipping and perspectiveprojectionis performedis important. Dividing
throughby the depthvalueresultsin alossof informationneededor clipping. This affectspoints
in front of the display screenin particular.A possiblesolutionto this problemis to clip before
projecting. This requiresclipping againstthe pyramidal shapethat is the pre-projectionview
volume.An alternativeis to clip awaythe pointsin front of the displayfirst, project,andthen
clip againsta rectangulawview volume.

Clippingis doneagainstpairsof boundaryplanesat atime, avoidingthe complicationof catering
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for turning points,asin [25]. Z clipping is performedfirst. This is thenfollowed by perspective
transformationandclipping againsttwo Y andtwo X boundaries.

The position occupiedby the clipping stagein the graphicspipeline varies accordingto the
hiddensurfaceremovalmethodused.For Scan-lineandZ buffer it occursbeforehiddensurface
removalandpolygonfill. For BSPtreeandPainter'salgorithm,it occursbetweerhiddensurface
removal and polygon fill, as the unclipped polygon data is required by the hidden surface
removalroutines.

Clipping is alsodoneat an objectlevel. This correspondgo a simple rejectionif the objectis
entirely non visible. Partially visible objectsare passecn to the polygonlevel routineswhere
more detailedclipping is done.

3.2.5. Transformations

Thetransformationgerformednvolve positioningeachobjectin theworld, shadingeachobject,
andtransformingthe coordinatesystemso that the viewer is placedat a convenientpoint.

The initial transformationgransformthe objectfrom the objectspaceto the world space Each
objectis scaled translatedo the positionit occupiesn theworld, androtatedto facethe correct
direction.

The next stepis to calculatethe shadingfor eachpolygon. The direction of the normal vector
for eachpolygonis comparedwith the directionto a light source,giving an indication of the
brightnessof the polygon. This value determineghe colour with which the entire polygon is
painted.

The whole world is thentransformedo viewpoint coordinatesas describedn section3.2.3.1.

Thetransformationsreall performedusing3x3 matrices.The addedgeneralityof homogeneous
coordinatesvas not considerechecessaryThe calculationsare performedusing floating point
values.This was found to be about5% slowerthanusingfixed point, but the greaterrangeof
the valuespossibleis a compensatornadvantage.
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3.2.6.Performance of the pipeline

The proportionof processotime that eachof the component®f the pipelineoccupiess shown
in TableV. Thesefiguresare givenfor a certainsetof viewpointsinto a simpleworld andare
not alwaysconstant.The complexityof the environmentaninfluencethe relativetimesof each
componentWherenot specified,measurementseretakenwhenusingthe BSP Treemethodfor

hiddensurfaceremoval.

Relative performance of pipeline components
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Figure 22 Performanceof the component®f the graphicspipeline

A pointworth noting from thesefigures,is thatthe polygonfill time dominateghatof the other
componentsThus finding a fasterfill methodprobablywould havethe greatesteffect. Many
othergraphicssystemamakeuseof specialisechardwarefor this function.

Theamountof thetime spentclearingthe screerbetweerframesis alsounfortunatelysignificant.
Speeddor therenderingsystemaregivenin TableVI. The simpletestworld contains30 objects

amountingto about250 polygons(eachwith 4 or more sides).The complexworld consistsof
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Table VI Speedof the renderingsystemin frames/s

Framesrates: Simpleworld Complexworld
512 x 512 resolution 4.17 0.87
320 x 200 resolution 5.67 0.88

a singleobjectwith over 1650triangularpolygons.The resolutionof the screendetermineghe
size of the window into the world, no attemptis madeto scalethe sceneto the window size.
Thereis not a lot moreto be drawnfor the single objectat different resolutions,so rendering
speedis not significantly affected.

3.3. Parallelisation of the graphics pipeline

All of the aboveimplementatiorwascarriedout on a single processorFurtherimprovementsn
speedcan possibly be obtainedby making use of more processorsThis sectiondescribeghe
resultsof addingparallelismto the graphicspipeline.

A numberof different paralleldecompositiorstrategiedor polygonrenderingare describedn
a paper by Whitman [43]. The next section describesthe taxonomy. Four decompaosition
strategiesvereimplementedand are describedn the following sections.

3.3.1.Parallel Decompositiontechniques

The upperlevels of the taxonomyproducedby Whitmanis shownin Figure 23, which classify
paralleldecompositiortechniquesnto four main categories.

Level lLA. partitionsthe sceneaccordingto the polygons.The polygonsare groupedaccording
to someschemepossiblythe objectto which they belong,or accordingto their positionrelative
to someotherpolygon.

Level I.B. decomposeshe sceneamongst3D spatial regions.This option is consideredmore
appropriateto ray tracing applicationsthan polygon rendering.

The imagespacepixel basedroutines,ll.A., involve dividing the imageamongstprocessorsin
the'worst' casethisinvolvesplacingthe computatiorfor eachpixel on a separatgrocessorThe
more commonapproachs to placethe computationfor areasof the screensuchas horizontal
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Parallel Graphics Partitioning

I. Object Space II. Image Space

A. Polygons B. 3D Space regions  A. Pixels B. Polygons
Figure 23 Paralleldecompositiortaxonomy

or vertical strips,on separatgrocessors.

The polygon methodsfor image space,ll.B., divides the scan-linesof the polygon amongst

different processors.

Whitman considersthe object spacealgorithms to be less efficient than the image space
algorithms.Thereasorgivenwasthatobjectspaceroutinesconsideredould only parallelisethe
hidden-surface@emovaland scan-conversiomasignored.

3.3.2.Pipeline parallelism

The mostobviousstepwhen consideringthe diagramof the graphicspipelineis to placeeach
componenbf the pipelineon a separatg@rocessorThe connectiondetweencomponentsanbe
constructedusing transputeilinks. Thereare two factorsworthy of considerationwhen setting
up a pipeline configurationfor virtual reality on a transputerarchitecture.

Firstly, greaterbandwidthis obtainedfrom the transputerlinks when larger messagesare
transmitted.Thereis lessoverheadrom the protocolused,andthereis lessdelaywaiting to each
of thecommunicatingorocessorso synchroniseThefew bytesrepresenting pointarenotworth
transmittingalone, it is betterto wait until a numberof points are readyto be transmittedand
thensendthemall together For convenienceall the datacorrespondingo anentireobjectis sent

in one packet.

The secondconsiderations the latencyproblem,the delaybetweennput andthe corresponding
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output. Lots of datais heldin long pipelines,evenwith a limited amountof dataat eachnode.
All of this mustbe processedeforenewdataenteringthe nodecanhaveany effecton theimage
being displayed.Sincethereis a certainoverheadassociatedvith the communicatiorbetween
pipeline componentsthe delay betweendata enteringthe pipeline and it reachingthe output
increasesvith pipelinelength,eventhoughthe rate at which imagesare produceds increased.
This may be illustratedby example:Considera pipelinein which eachnode sharesequally in
the workload,andthetime takenfor oneprocessoto processa pieceof datais 10 secondgsee
Figure24). The datais arriving asfastaspossible but takesl secondto transmitacrossa link.
For 5 nodes,eachworks on a datumfor 2 secondsandresultsare outputevery2 secondsThe
time betweena pieceof databeinginput and the correspondingutputis at least16 seconds.
With 10 nodes,outputoccursonceeverysecondout at least21 secondgpassbetweeninput and
correspondingutput.

=) D V| = || [

=] |E4 |E> =T S D R P =1
11

| 11 11 11 11 11 11 11 11 11
Figure 24 lllustration of latencyin pipelines

In generalfor N processorsfor work taking T secondson one processorcapableof arbitrarily
parallelism,andwith communicatiortime C betweerprocessorghe dataoutputrateis T/N. The
latencyis atleast(N+1)C + T secondsThe latencyincreasesvith numberof processor$or non
zerocommunicatiortime. For zerocommunicatiortime it remainsconstantjndependenof the
data output rate. For this reasonpipeline parallelismis better suitedto systemsthat require
computationallyintensiverenderingwith limited userinteraction.

A limited pipeline with three nodeswas implemented.The processorlayout is shown in
Figure25. Speedugiguresaregivenin TableVIl. Thedifferencein speedupsitdifferentscreen
resolutionsis due to changein the load balance.The rendererhasto do more work at higher
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Figure 25 Processotayout for pipeline parallelism

resolutions.

Table VII Frameratesfor pipeline parallelism

Framesrates: Simpleworld Complexworld
512 x 512 resolution 6.99 1.09
320 x 200 resolution 10.00 1.11

3.3.3.Coarsegrained parallelism

The coarsegrained parallel decompositionstrategy renders successiveframes on separate
processorsThetransputenetworkis arrangedo allow a numberof independenpipelinesto be
created,as shownin Figure 26. Each pipeline rendersone frame in memory which is then
transferreddirectly to the graphicsnode. This techniquepromisesthe greatessspeedugsinceit
requiresno loadbalancing Eachprocessocanstartwork on anotheframeassoonasthe current
oneis finished. The load is also approximatelyequalfrom one frameto the next, so they are

likely to stayin step.Thereis thusno waiting for otherprocessorso catchup.

The delay betweeninput and outputis still the time takenfor the pipelineto renderthe frame.
No decreasen this time occursevenwhen the numberof parallel pipelinesis increasedThe

latencyis thus constantand independentf the numberof processorsised.
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Figure 26 Processotayout for coarsegrainedparallelism

Values for the speedupobtained from an implementationof this techniqueare shown in
Table VIII. As may be seen linear speedups obtainedfor mostof theseexamples.The only
factor preventinglinear speedupin all casesis the bandwidthrestriction on the links to the
graphicsnode. With eachlink capableof 1.7 Mbytes /secondand four links, this allows a
maximum of 26.6 frames/seconét 512 x 512 resolutionor 108 frames/secondt 320 x 200
resolution. The examplewith the simple world at 512 x 512 is using abouthalf of the total
bandwidthavailable.

Thereis a generaltendencyfor a dropin the speedupvhenmorethanfour processorsareused,
especiallyin high traffic situations.This tendsto occurwith all the parallelismstrategiedried.
It can be ascribedto the necessarndoubling of the traffic on one of the links to the graphics
node.

3.3.4.Fine grained parallelism

The pipelineapproachusesa numberof transputersonnectedn series.It hasthe disadvantage
of high latency. A more suitable parallel decompositionfor interactive graphicsapplications
would havethe processorgonnectedn parallel,andall working on the sameframe.In this way
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Table VIII Speedupraluesfor coarsegrainedparallelism

Speedup for coarse grained parallelism

5.00

4.00

1.00

0.00
1 pipeline

T
3 pipelines 4 pipelines 5 pipelines

Number of pipelines
—3¢— Complex world (512x512) —Pp—- Complex world (320x200)

T
2 pipelines

---%--  Simple world (512x512) —4@—- Simple world (320x200)
Frames/s for 1 pipeline | Speedup for 2 pipelines | Speedup for 3 pipelines | Speedup for 4 pipelines | Speedup for 3 pipelines
Complex world (512%512) 109 200 300 400 495
Complex warld (320x200) 112 200 300 400 4%
Simple world (512x512) 398 186 263 29 206
Simple world (320x200) 806 19 298 400 411

the delay betweeninput and correspondingoutputwould be shortened.

The profile of the graphicsroutinesrunningon a singleprocessofTableV) revealsthatthe bulk
of the effort is spenton the stageinvolving hiddensurfaceremovalandpolygonrendering.Thus
the bulk of the effort in parallelisatiorhasgoneinto decreasinghe time spenton this stage.The
other stagesof the graphicspipelineareleft asa shortpipeline on separatgrocessors.

The fine grainedparallelisationtechniqueis animagespacepixel basedparalleldecomposition
strategy.Thedisplayareais partitionedinto horizontalstrips,andthe hiddensurfaceremovaland
renderingfor eachstrip occurson a separatgrocessorThe stripsarerenderedn memoryand
transferredto the graphicsnodewhich fits eachblock into the correctareaof screenmemory.
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Theamountof datathatis transmittedo the graphicsnodeis the sameaswith the coarsegrained
parallelism.The messageareshorterbut morefrequent.The processotayoutusedto implement
this techniqueis shownin Figure 27. The shadedprocessorgepresentone possiblegraphics
pipeline for renderinga single strip. The sametransformationsneedto be done for all the
pipelines,soit is sufficientto usea single processoffor the transformationstageand distribute
the resultsto eachrenderingnode.

Considera simplified versionof the graphicspipeline, consistingof K stageseachtaking equal
time T to completetheir task.By usingN processor®n one of the stagesand assumindinear
speedupwill resultin that stagetaking time T/N. The total time takento traversethe pipelineis

(K - 1)T + T/N. Thelatencydecreaseasthe numberof processorss increasedTherestrictions
given abovecanbe relaxed,and aslong as speedugs obtained latencywill decrease.

The speedupraluesobtainedfrom implementation®f this strategyareshownin TablelX. The
timesmeasuredrefor the entiregraphicspipeline,andnot just the hiddensurfaceremovaland
polygonrendering.This latter part of the pipelinedoesmostof the work however,and controls
the overallspeedThis techniquedoesnot producdargespeedupsyor doesthe speedupncrease
very muchwith the numberof processorsised.Two factorswere found to contributeto these
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Table IX Speeduprvaluesfor fine grainedparallelism

Speedup for fine grained parallelism

2.50

1.50

Speedup

1.00

0.50
0.00 I I \
1 pipeline 2 pipelines 3 pipelines 4 pipelines 5 pipelines
Number of pipelines
—3¢— Complex world (512x512) —Pp—- Complex world (320x200)
---%--  Simple world (512x512) —4@—- Simple world (320x200)
Framess for I pipeline | Speedup for 2 pipelines | Speedup for 3 pipelines | Speedup for 4 pipelines | Speedup for 5 pipelines
Complex world (512x512) 106 12 103 LIT 109
Complex world (320x200) 108 121 125 123 117
Simple world (512x512) 364 180 113 201 186
Simple world (320x200) §62 116 118 105 092
effects.

Whenrenderingthe horizontalstrips,the polygonsthatfall partially outsidethesestripsmustbe
clipped.As the numberof stripsbecomesncreasesvith eachstrip becomingsmallerthe number
of polygonsneedingto be clippedincreasesln onetestwith the screendivided into 4 stripsthe
time takenfor clipping increasedrom about25 % of the time takenfor renderingto about500
% of therenderingtime. The renderingtime did decreasdy a factor of 4 dueto the parallelism,
but the clipping overheads still significant. The clipping wasa significantfactorwith the single
objectin the complexworld with its manypolygons.The clipping limited the speedughe most

for that case.
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The secondfactor involvesload balancing.The pictureis not alwaysevenlydistributedoverthe
screenSometimesall the objectsclusterin oneregionof the screenln this caseone processor
is requiredto rendermostof the objectswhile othersrenderalmostnothing. This situationis
almostequivalentto a single pipeline. The effect of this canbe seenin the speedupraluesfor
the complexworld with 512 x 512 resolution.The single objectoccupiedthe middle half of the
screen.Thus for three pipelines,the processorgenderingthe top and bottom slices had little
work to do andthe processorenderingthe middle slice did mostof the rendering.This explains
thedropin speedupmverthetwo pipelineversionwherethe loadwasmoreevenlybalancedThe
objectfilled the screenn the 320 x 200 resolutionandclipping limited the speedupn this case.

Alternative techniquedor distributing sectionsof the display areaover N processorsnclude:
- Placingsuccessivescan-lineson different processors.
- Dividing the screeninto N? horizontalslicesand placing successivesliceson different
processors.

The secondalternativewould solve the load balancingbut at the expenseof worseningthe

clipping.

Theframeratesobtainedwith this methodwerenot high enoughfor bandwidthlimitationsto be
a constraint.

3.3.5.0bject-oriented parallelism

This techniqueis an objectspacehiddensurfaceroutine. Renderingfor different objectsoccurs
on differentprocessorsk-or the caseof N processorsthe objectsare sortedinto N groupsbased
ontheirdepth.Thisis easilydoneaspartof the depthsortinvolvedin the hiddenobjectremoval
routine.Eachgroupis thenrenderedon one of the processorsThe imagesproducedare sentto

the graphicsnodewherethe imagesare combined.The combinationtechniqueis similar to the

Painter's algorithm where images correspondingto nearer objects are painted over those
belongingto more distantones. The transputerhas a specialisedblock move instruction that
allows this to be done relatively quickly and easily. Both the transformationand hidden
surface/polygomrenderingstagescan be donein parallelwith this method.

Thetransputenetworkusedto implementthis strategyis shownin Figure28. The shadechodes
show the graphics pipeline for one group of objects. This parallelisationstrategy has one
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immediatedisadvantagdf the sceneconsistof only oneobject,thenthereis little pointin using
more than one processorConsequentlya world containing16 objects,eachwith 276 triangles
was usedinsteadof the complexworld usedfor previoustests.

Valuesobtainedfor the speedugor animplementationof this strategyare shownin Table X.
The bandwidthlimitation is particularly severein this case.In the casewherethe numberof
processorsisedis lessthanfive, an entireimageneedso be sentdown eachof the transputer's
links. This placesan upperlimit on the frame rate of 6.6 framesper secondfor 512 x 512
resolutionor 27 framesper secondfor 320 x 200 resolution.The speedupvaluestendto level
off asthis barrieris reached Adding a fifth processojust worsensthe situation.

A further problemwith this techniqueis load balancing.Someobjectsare more complexthan
others,and just distributing equalnumbersof objectsmay resultin someprocessordiavingto
do morework. A finer, morebalancedapproachwould beto distributeon a polygonbasis.This
could be implementedrelatively easily by taking advantageof the BSP tree structure. However
suchan approachis not worth exploring until higherbandwidthsystemsare available.

The parallelismwould alsosufferwhenthe numberof visible objectsis lessthanthe numberof
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Table X Speedupraluesfor objectorientedparallelism

Speedup for object oriented parallelism

3.50
I
—~ N
—~ N
3.00 - <
/// \
> .
2.50 P N
/// \\\
~

22,00 - >
= ~
=
: //
[=1]
195}

-------------------- - ~
e
0.50 i
0.00 I I \
1 pipeline 2 pipelines 3 pipelines 4 pipelines 5 pipelines
Number of pipelines
—3¢— New world (512x512) —Pp—- New world (320x200)
---%--  Simple world (512x512) —@—- Simple world (320x200)
Frames/s for 1 pipeline | Speedup for 2 pipelines | Speedup for 3 pipelines | Speedup for 4 pipelines | Speedup for 5 pipelines
New world (S12x512) 0.30 182 219 245 146
New world (320x200) 0.30 182 270 38 207
Simple world (512x512) 365 100 098 09 044
Simple world (320x200) §85 141 140 140 065

processorsPolygondistributionwill be valuablefor this situationaswell.

Considering the simplified version of the graphics pipeline used in the previous latency
calculation,gives the total time takento traversethe pipelineas (K - 2)T + 2T/N, sincetwo
stagesof the pipeline are parallelised. The latency is less than that for the fine grained
decompositiorand also decreaseasthe numberof processorss increased.

3.3.6.Further parallel implementation features

The polygon lists for all objectsin the currentworld are distributedto every node when the
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objectis first used.The polygon list specifiesonly the interconnectionof the verticesand is
unchangedhroughoutthe graphicspipeline. The vertex list, containingthe three dimensional
pointsin the objects,is transmittedfrom one nodeto the nextthroughthe graphicspipeline. At
eachstageit is modified and passedn to the next node.

3.3.7.0ptimisations and speedimprovement techniques

Thoroughanalysisof the run-time profiling information showedthat processotime was being
wastedin waiting for otherprocessorso catchup. Processorsvereblocking, waiting for others
to communicate.This problem was overcome by adding extra processesto monitor the
communicationinks andto buffer severalmessagedn this way wastedtime was reduced A
notablespeedupn the frame rate wasachieved.

This solutionhad a correspondinglisadvantageAdding extraprocesse®n the communication
links hasthe effectof lengtheninghe pipeline.This increaseshelatency.The sizeof the buffers
on eachlink alsoaffectsthe latencyadversely.

In orderto getthe maximumbenefitfrom this techniquethe sizeof the buffersshouldbe related
to the complexity of the scene.Small buffers are bettersuitedfor sceneswith a few complex
objects,while largeronessmoothover the delaysfor large numbersof simple objects.

3.4. Other renderers

A numberof otherrendereraverecreatedo testthe multi-usercapabilitiesof the system.These
were simpler programswhich producedwire-frame' images.

Thedesignof theserenderersvassimilar to the transputewersiondescribedabove.Thegraphics
pipelineconsistedf fewer elementssincehiddensurfaceremovalis unnecessarfor wire-frame
images.

The world descriptionwas obtainedfrom the transputerclustervia the ethernet.

3.5. Future additions

In order to make the transputerrenderercomparablewith the hardwarerenderers,further
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extensionsvould needto be made.In particular,most hardwarerenderersrovide supportfor
Gouraudand Phongshading.

Anotherrequirementor therenderemwould beto enableeasyuseof textin thethreedimensional
world. The ability to readdocumentor usemenusmay be a usefulfeature. At presentany text
would haveto be convertedio polygonformat, makingit both slow to useanddifficult to read.
It may be betterto merely overlaytext on top of the image.

Developmenbf therenderethasconcentrate@n increasingspeedf renderingwhile minimizing
latency.Othertechniquedor improving speedare possible.For example,a lessdetailedmodel
of an objectcanbe usedwhenthe objectis far awayfrom the viewer. Anotheralternativeis to
producelessdetailedimageswhenmoving,andrefinetheimagewhentheviewpointis no longer
changingasis donein [8]. This techniquecan also be usedto maintaina constantrendering
speedby decreasinghe imagequality whenthe framerate startsdropping[21].

3.6. Summary

This chapterhas describedthe designand implementationof a fast rendererfor polyhedral
objects. Each stageof the graphicspipeline was consideredand alternativetechniqueswere
comparedin termsof speed.An efficient polygonfill routine was described.The BSP Tree
hiddensurfaceremovalmethodwasfound to be fast and gaveaccurateoutput.

A numberof differentparallelisatiorstrategiesveretestedn anattemptto increaseaherendering
speedand decreaséhe interactionlatency.A frame per processolapproachgavealmostlinear
speedupbut left the latencyunaffected Strategieshich distributedthe calculationgor a single
frame over a numberof processorgesultedin latencydecreasingsthe numberof processors
increasedThesetechniqueslid, however havelesserspeedupsThe factorthat mostlimited the
speedupwvasthe limited bandwidthof the transputedinks. Fastercommunications essentialf
real-timeimagesareto be produced.
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4. Input Device Drivers

This chapterescribesheinputdevicedriversthatwereimplementedanddescribe®bservations
that were maderegardingthe useof the variousdevices.

4.1. Designof Input DeviceDriver

4.1.1.Requirements

The input devicedrivers must:
- Interfacewith the input devicebeingused.
- Determinewnhich gestureis beingmadeand passthis informationto the virtual world
manager.

Input may be takenfrom a numberof physicaldevices.Traditionalinput devicesare keyboards
andmice. Virtual reality applicationsgenerallyusea glove containingsensorso measurdinger
bendandhandposition.

The gogglesusedto displaythe worlds often containsensorgo measuréheadposition,allowing
the view to be changedaccordingto the direction in which the useris looking. Suchsensors
would alsobe classifiedas input devices.

The device driver is requiredto control the physical hardwareand convert the datainto a
standardorm.

4.1.2.Design

The devicedriversshouldideally convertthe datafrom the variousinput devicesinto gestures
that are independenof the natureof the hardware.For example,the 'g' key pressedon the
keyboardor a clenchedist detectedby a glove could correspondo a'GRAB' gesture Someof
the devicesprovide information that can be useddirectly; the threedimensionalcoordinatesof
the handmay be usefulin directly positioningthe handobjectin the virtual world. Providing
visualfeedbacko the useralsorequiresthe productionof animageof the handwith fingersbent
appropriately.
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For this reasonit was decidedto allow the applicationwriter direct accessto the raw data
returnedfrom eachdevice.Higher level routinesprovided as part of the virtual world kernel
would performthe conversionof this datato gestures.

A descriptionof theseconversionroutineswill be includedas part of this chapter.

4.2. Implementation of the powerglovedevicedriver

TheNintendopowerglovedescribedn sectionl.4.1.3,is usedby manyvirtual reality researchers
as an inexpensiveinput device. It containsfour strain gaugesfor measuringfinger bend.The
strain gaugesmadefrom plastic coatedwith a resistiveink, are found in the thumb and first
threefingers.A pair of ultrasonictransmitteramountedon the backof the glove aredetectedoy
threereceiveramountedin anL shapedconfiguration.Theseallow measurementf the position
of the handin spacePositionis measuredo about3 mmin the X andY directions,andto about
14 mm in the Z (depth)direction. The glove is operablewithin a pyramidalvolume limited to
about4 m from thereceiverswith resolutiondecreasingvith distance The two transmittersalso
makeit possibleto detectwrist rotation. A keypadcontaininga numberof keysis mountedon
the backof the glove.

The glove wasintendedonly for usewith Nintendosystem,being equippedwith a proprietary
NintendoconnectorA recentarticle gaveinstructionsfor interfacingit to a standardarallelport
[13]. Usageof the glove was limited to emulatinga joystick due to the encryptionof the data
streamfrom the glove. This wasrecentlydecryptedanddriverswerereleasedo allow accesso
all the glove functions.

This glove is not particularly reliable, the ultrasonicsecho off walls and other furniture and
introducespuriousvaluesinto the position data. The fingers needto be flexed occasionallyto

recalibratethe A/D convertorsattachedo the straingaugesThe glove driver includesroutines
to removemostof this noisein the data. The glove needsto be manuallycentredoccasionally
to define the origin of the coordinatesystemthat it uses.The position of the powergloveis

thereforerelativeto a randompositionin spacewhich may not alwaysbe constant.

With thesedriversfor the powerglovealreadyavailable implementatiorof the devicedriver was
simplified. Since the glove worked through a parallel port, and none were availablefor the
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transputercluster,the glove was connectedo one of the hostPCs.The devicedriver, running
on one of the transputerspolls the PC regularlyto getthe latestglove data. The datais in the
form of 8 bits for eachof the x, y andz coordinatesa valuefrom 0 to 11 giving wrist rotation,
2 bits per finger for finger bendand a byte giving the key pressecdn the keypad.

4.2.1.Converting glove data to gestures

It is difficult to measurehe bendof thefinger, the transitionalpositionsbetweerfully openand
fully closedareclosetogether.The only stateghatcanbe measuredvith any degreeof certainty
arethe two extremes.

The gestureswvhich canbe interpretedare limited by a numberof constraints.The fingers can
only be bentin a limited numberof ways. Certain configurationsare difficult to achieveor
maintainfor a long period of time. The sensorson the powergloveare unableto measureother
values such as the angle betweenthumb and forefinger. Thus other possible gesturesare
eliminated.

For new usersof the system,the interfaceshould be easily to learn and intuitive to use.The
gestureusedshouldfit the action. The numberof gesturesusedfor principal tasksshouldbe
limited, and shouldbe usefulfor othersimilar tasks.

A numberof simplefinger andwrist configurationswere selectedas basicgesturesTheseare
listed in Table XI. Use of theseto control motion is discussedn section6.1.1.1.The GRIP
gesturewaschoserasreversesincethis closestto the 'inverse' of the POINT gesturethat could
be comfortablyachieved.

Furtherglove controlis slightly more complicated Not only it is hecessaryo avoid reactingto
the occasionaplitch in the datafrom the glove, but glove actionsneedto be interpretedover a
period of time. Parsinga motion suchaswaving requiresrecordsof glove positionin the past.
Thefirst problemcanbe minimisedby requestingconfirmationfor critical operationsThe latter
problemcanbe addressedby usingstatetransitiondiagramstriggeredby the differentgestures.
Sucha statetransitiondiagramsare shownin Figure 29.

Gesturessuchas POINT and GRIP are immediatelyimplementedas movement.The use of
history informationis illustratedwhen turning. Whenthe TURN gestureis madein the FREE

Page68



Table XI Glove configurationsfor variousgestures

Gesture Thumb 1st 2nd 3rd Wrist Intendeduse
finger finger finger

FIST >1 >1 >1 >1 X Graspingobjects

FLAT £1 £1 £1 £1 X No operation

YES £1 >1 >1 >1 between50ae | Confirmationof operation
and 160z

NO £1 >1 >1 >1 between230ae | Cancellationof operation
and 340

POINT >1 £1 >1 >1 X Move

TURN £1 £1 >1 >1 X Rotate

GRIP >1 >1 £1 £1 X Reverse

(Fingers:0 - open,3 - closed.Wrist: Oahasright handthumb horizontaland pointedleft, 90ahasthumb
pointedupward.)

FIST
\YES State: FREE
NO =
State: DROP NOT 0 TURN

YES FIST TURN
NO State; TURN

State: FREE

Figure 29 Statetransitiondiagramfor glove control

state the currentglove positionis memorisedWhenthis gestures madein the TURN state the
offsetof the glove from this previouslymeasuregositionis calculatedandthe useris turnedin
the correspondinglirection. Any other gesturereturnsthe systemto the FREE state.

Confirmationis requiredwhen picking up andreleasingobjects.A FIST gesturels madeandif
anobjectis presenthenthe statewill changeto GRASP.A 'thumbsup’ YES gesturewill then
pick the objectup, a 'thumbs down' NO gesturewill cancelthe operation.The sameroutine
occurswhenreleasingobjects.Possiblya more intuitive alternativeis to hold the objectwhen
thefist is closedandreleasdat whenthe handis open.This wasrejectedbecauséioldingfingers
bentfor long periodsis physicallytiring whenwearinga powerglove This alternativealsowould
makeit impossibleto control movementwith the glove while holding objects.
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Thekeyson the keypadareconvertedo a sequencef numberedyesturesThe purposeof these
is undefinedandit is left to the applicationwriter to definethe functionscorrespondindo these
gestures.

4.3. Implementation of the keyboard devicedriver

A devicedriver using a keyboardwas createdfor a numberof reasonskFirstly the numberof

powerglovess limited, andkeyboardinput wasusefulfor testingthe systemwith multiple users.
Secondlykeyboardsare usefulfor precisecontrol, andare usefulfor doing finer manipulations
thatmay not be possiblewith a powerglove Also keyboardshavemoredegreef freedom,and

are more appropriateio somefunctions,suchasenteringtext.

Thekeyboarddriveris implementedn a similar mannetto the powerglovedriver. A processuns
on one of the transputerspolling the keyboardwheneverinput is requestedThis polling may
be overthe link to the hostPC or over the ethernetto a remotemachine.

The devicedriver returnsall the keys pressedbetweenthe currentand previouscalls to the
driver. This allowsthe procesgeadingthe keyboardto eitherdiscardextrakey strokesor better,
to acton all the keypressedeforeupdatingthe display. The latter policy allows movementat
constantspeedevenwhenthe framerate varies.

4.3.1.Converting keysto gestures

Whenusing a keyboardseveralof the limitations of a glove deviceare removed.Lots of keys
areavailableandthesecanbe clearly markedwith their function. This makesit possibleto use
a different setof gestureghatare more comprehensiveA limitation is imposedin thatthereis
no position sensing.Also all input is digital and limited to binary or unary, no analoguenput
is possible.The keyboardis better suited for navigationin the virtual world than for object
interaction.

Thelimited rangeof valuesthata singlekey may returnmeanshata numberof key strokesare
requiredto performthe samefunction as a single movementusing a position tracking device.
Keyboardsarethusnot ideal asinput devicesfor virtual reality applications.

The gestureschosenfor the keyboardperform movementor rotationin variousdirections,for
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exampleMoveUp and RotateLeft. The numberkeys are convertedinto numberedyesturesas
for the glove keypad.

4.4. Summary

Discussionin this chapterhasbeenlimited to the availabledevices.Comparison®f otherhand
input devicesandtheir relative advantagesanbe found in [37].

Havingvisualfeedbackon the stateof the glove hasmadeuseof the glove mucheasierInitially,
when developingthe system,only numericalvaluesdescribingthe configurationof the glove
wereavailable.Producingthe correctgesturewasdifficult sincethe statebeingmeasuredy the
glove was not immediately obvious. Once a visual representationof a hand was created
limitations in the glove could quickly be compensatedor by changingthe bend of various
fingers.

The powerglovewith its threedimensionalmovementability is well suitedto interactionwith

objectswhile its limited numberof gesturedimit its usefulnesg$or movemenin avirtual world.

The keyboardis limited to navigationalfunctions. This suggestdhat a combinedkeyboard(or

joystick) and glove systemis well suited for inexpensivevirtual reality applications.More
advancedystemsausetrackersbuilt into the headmounteddisplaysto performthe navigational
tasks.
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5. The Virtual World Kernel

5.1. Designof the Virtual World Kernel

The virtual world kernelis the modulethat will supportthe virtual reality applicationsIt must
assistin modelling realities. The designsectiondescribeghe choicesmadewhen creatingsuch
a modelling systemon a parallelarchitecture.

While a numberof specificvirtual reality applicationsdid existwhendesignof the virtual world
kernelwasstarted documentatiorof generalirtual reality systemsvasscarce Howeversimilar
systemswere being constructedat the sametime as this one. Versionsof thesesystems,or
reports are about them started becoming available as this project reachedcompletion. A
comparisorof the designsof thesevirtual reality systemss givenin a later chapter.

5.1.1.Requirements

The requirementdor the virtual world kernelstatethat it must:
- Supportmultiple worlds.
- Supportmultiple usersin eachworld.
- Supportconnectiondrom othermachines.
- Use parallelismto reducethe load on individual processors
- Providethe ability to associateattributeswith objects.
- Allow objectmanipulationroutinesto be easily created.

Theserequirementdall into two classesTherearethosethat dealwith the layout of the kernel

and its supportfor multiple processorsworlds and users.The secondset of requirements
concernsthe functionality of the kernel, and the servicesit will provide to support the

developmenbf virtual reality applications.

In orderto give anideaof the relative scaleof operationsthe systemis expectedo run on 10
to 20 processorandsupportabout15 worlds and 150 objectsat any onetime. Thesevaluesare
not constraintsout may be useful parametersvhenvisualisingthe following discussion.
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5.1.2.Design

Thedesignof the kernelis shownasthreestagesThefirst describeshe mannerin which worlds
andobjectsarerepresentedandhow they will be distributed.This is followed by a description
of the functionality of the kernel. Finally the designof the communicationsystemsupporting
interactionbetweenworlds, objectsanduserss given. This laststageshowsthe manneiin which
the functionality of the kernelis implementedon the distributedsystem.

5.1.2.1.Representingworlds and objects

A world is requiredto storedetailsaboutits objects.lt mustthereforecontaina datastructure
of thetype describedn section2.1.4.Beyondthatit could be eitheractiveor passive An active
world would controlall its objects,implementingall the physicallawsfor thatreality. A passive
world would simply serve as a central data store, each object would be responsiblefor

constrainingitself to the laws of the reality.

The designthat is chosenis requiredto make efficient use of multiple processorsWhile the

active world is the closestto the mannerin which physicalreality works, it suffersfrom the

disadvantagehat mostof the complexityis confinedto the world module.Modification to the

laws of the world would involve working with a largecomplexprogram.Most of the processing
is doneby the one process.This could be parallelisedby placing computationgor eachobject

on separatgrocessorshut thenthis reducego the passiveworld case.

A third approachthat doesnot use a world data structure,but distributesthe dataover each
object was rejectedbecauseof the high communicationoverhead.One of the most common
operationsn a virtual reality systemis likely to be the display of the world. Having to gather
objectdatawheneverthe world needsto be redrawnis likely to placetoo high a load on the
system.

The passiveworld approachis the one implemented.Each world consistsof the world data
structureand a simple serverto supply dataand updatethe world in responseo requestfrom

objects.Theobjectsareactive,consistingof anobjectdatastructure togethemith aprocessThe
objectdatastructuresarecomponent®f the world datastructure andsothe objectprocessmust
guerytheworld serverto accesshe objectdata.The datafor eachobjectconsistsof its attributes
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as describedin section2.1.4. The object processmust supervisethe actionsof the object to
ensurethat the laws of the virtual world are enforced.

This approachalso allows the creator of the virtual reality applicationa greaterdegreeof
freedom.Objectsare permittedto ignore someor all of the laws governinga particularworld.
This doesincreasehe possibility of accidentallyleavinganinconsistencyn theworld, however.
This possibility may be lessenedy providing a defaultroutine to control the objectaccording
to the attributesof the objectand of the world, i.e. to makethe object obey the laws of the
world.

Oncethe ideaof an autonomousbjectis acceptedthenthe distinction betweena user,where
a humancontrolsthe motion of anobject,andanobject,which controlsits own motion,becomes
blurred. The only differenceis that userstake motion control informationfrom an input device
and display their views on an output device. Such systemcalls can easily be includedin the
controlroutinefor anobject. Thereis no longera needto distinguishbetweenobjectsandusers.

The parallelisationstrategyinvolves distributing all the objectsandworlds acrossall the nodes
in the system.Sincethe transputerclustercontainsa relatively small numberof quite powerful
processorsthis level of decompositionis adequateThe numberof objectswill generallybe
greaterthanthe numberof processorsvailable,so severalobjectswill coexiston oneprocessor.

5.1.2.2.Functionality of the kernel

The designof virtual worldsis a new field andthe requirementsare not completelyestablished.
Severalclassesof functionsare proposedas a basicsetfor the manipulationof virtual worlds.

Eachobjectin the world mustbe ableto control its own attributes.This is a necessitysinceit
hasbeendecidedthat eachobjectmustcontrol its own responseo the laws of the world. Thus
a setof functionsto get and setthe valuesof theseattributesis required.

In the physicalworld, the attributesof otherobjectscanusuallybe measuredOnecangenerally
measuregposition and size of other objects.This shouldbe the casefor virtual worlds aswell.
This requiresa setof functionsto getthe valuesof the attributesof otherobjects.

Controlling other objectsintroducesa measureof complexity. In the physicalworld, thereis
usuallyno difficulty involvedin picking up a ball anddroppingit. Considerabl@ppositionmay
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be experiencedf anotherpersonis the subjectof this action. Somemechanismis requiredto
distinguishbetweenthetwo casesThis shouldbe dynamic;theremay betimeswhenpicking up
anotheruser is appropriate.The notion of ownershipis proposedas a meansfor avoiding
contention.Objectsmay either be ownerlesspr ownedby a specific object. Ownerlessobjects
may only be controlledby their correspondingprocess Ownedobjectsmay only be controlled
by the processcorrespondingdo their owner.To control anotherobject, ownershipmustfirst be
acquired.Ownershipmay thenbe relinquishedat a later stage.This techniquealso providesthe
advantagef eliminatingcontentionfor objects.Only oneobjectcancontrolanotherat anytime.

Ownershipcanbe madehereditary If objectA gainsownershipof objectB who happengo own
object C, then A can be consideredas the owner of C. This could lead to problemswith
contentionbetweenobjectsA andB to control C. The approachtakento dateis to allow only
single generationcontrol, A would control B, B would then haveto changeC accordingly.An
exception's madein the caseof transferbetweenvorlds. Whenan objectmovesfrom oneworld
to another,all directly andindirectly ownedobjectsmustbe transferredaswell.

Changingthe attributesof otherobjectsrequiresa setof functionsthatimplementthe ownership
concept.

Sincethe intention of the systemis to supportimplementationof virtual reality applications,
functions are neededto supportthis. In particular functionsto supportinteractionsamongst
objects,andbetweenobjectandworlds are necessaryimplementingvirtual worldsis not yet an

exactart andthe functionsto bestsupportapplicationdevelopmentare not well known. While

someof the neededfunctions may be guessedat, some others may be found useful by the

applicationprogrammerand addedat a later stage.

The userobjectswill needto be interactive,gettingdatafrom somedevicesandoutputtingdata
to others.Device drivers have alreadybeenmentionedin an earlier chapteras a techniqueto

provide a standardnterfaceto the physicalhardware A setof functionsto communicatewith

the devicesis necessary.

5.1.2.3.Communication betweenworlds and objects

Communicatiorbetweenobjectandworld is necessaryor a numberof purposesto locateother
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objectsin the world, to changeposition and other attributesor to display all the objectsin the
world. For eachworld therecanbe many objects.Objectsneednot remainin oneworld. They
can, especiallyif they correspondo users,movefrom oneworld to another.

A limited interaction between objects is also necessary,particularly with regard to the
implementationof ownership.Owned objects can be forcibly transferredfrom one world to
another.The object processshouldbe notified of this to allow it to keeptrack of whereit can
find the objectdata.

Ratherthanexposethe applicationwriter to the problemsof the communicationanintermediate
communicatioriayeris used.This will keeptrack of which objectis in which world, anddirect

communicationsaccordingly.When the object changesworlds, only the routing table needbe

updated;the objectprocesss not affected.

Communicationwith the devicesalsocan makeuseof a communicatiorlayer. Deviceswill be
identified by a singledevicenumber,all otherdatawill be keptat a lower level. This will allow
the devicesto be usedwithout the objectprocesseedingto know the addressor natureof the
device.

Communicatiorwith othermachinecanbeincludedin thedesignwithout muchtrouble.Support
for objectsrunning on other machinescan be addedby placing an object processon the local
machinethat relays data to and from the remote machine.To support deviceson remote
machinesa devicedriver canbe createdocally that alsofunctionsas a datatransferprocess.

The simplified view of the overall structureof the virtual world kernelis givenin Figure 30.

5.2. Implementation of the Virtual World Kernel

Thefunctionsrequiredfor supportingvirtual reality applicationsarenot overly complexandcan

be implementedwithout much trouble. The areaof interestwith respectto the implementation
of thevirtual world kernelis the parallelprocessingandsupportfor multiple worlds andobjects.
This sectiondealswith the implementatiorof theseaspectsparticularlywhereit is affectedby

the messaggassingarchitectureof the transputers.
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Figure 30 Summaryof kerneldesign

5.2.1.0Dbject Processes

Creatingseparatgrocessefor the objectsis not difficult whenusingtransputersThe processor
provides support for concurrent processes,and performs context switching quickly and
automatically.

5.2.2.Kernel Functions

The descriptionof the variouskernelfunctionswasgivenin the designsectionpreviously.This
sectiongivesa few exampleof the functionsthatfall into eachsection.Thelist is not complete
but may assistin understandinghe functionality intendedfor the system.

Thisfirst classof functionsis intendedto getandsetthe valuesof the attributesbelongingto the
current object. Theseattributesinclude position, orientationand size as well as other more
general characteristics Functionsin this category include GetPosAndOri, SetPosAndOri
GetScaleand SetScale The generalattributesare storedin a nonspecialisedatastructureand
may be accessedby functionssuchas GetAttributes and SetAttributes.

The secondclassof functionsis for manipulatingother objects.Getting the attributesof other
objects can be done by calls such as GetOtherPosAndOri, GetOtherScale and
GetOtherAttributes . Settingtheattributesof otherobjectsfirst requiresownershipof thatobject.
This may be acquired through the ClaimOwnership function and forfeited with

Pager7



ReleaseOwnership Once the object is owned, the attributes may be set with
SetOtherPosAndOri, SetOtherScaleand SetOtherAttributes.

A third classof function supportsnteractionbetweenobjectandobject,andbetweernobjectand
world. Among the functions found in this class are FindClosestObject and
FindClosestFreeObiject to find the nearestneighbour.The latter function finds the closest
neighbour that does not yet have an owner. Functions such as MoveToWorld and
MoveOtherToWorld supportthe transferof objectsfrom oneworld to another.

Thefunctionsto controldevicedriversaresimilar to thoseusedto controldevicedriversin other
operatingsystemsTheyincludean OpenDeviceto gaincontrol of thedeviceanda CloseDevice
to releasecontrol. There are also functions to read and write to devices, in this case
ShowObjectsto display a world and ReadGestureto get datafrom a device.

Functionsto create and remove objects and devices are also useful, although the current
implementationalso allows a configurationfile to createtheseautomaticallywhenthe system
starts.

Detailsof theimplementatiorof someof thesefunctionsfollows later, after a descriptionof the
implementatiornof the other partsof the systemhasbeengiven.

5.2.3.The Communication layer

The communicationiayer is responsibldor routing messagebetweenthe objectprocessesand
world servers.The messagesare not generatedlirectly by the objectprocessput indirectly by
one of the kernelfunctionscalled by sucha process.The communicatiorsystemthen performs
the routing of the communicatiorbetweendifferent nodes.

The presenceof multiple processorshouldnot affect the kernelfunctionsor object processes.
This layer of the kernelis only necessaryo makethe rest of the systemindependenof the
parallelimplementatiordetails.It is not relevantto the constructionof virtual reality systemsn
general.

5.2.3.1.Communication betweenobject and world
Eachnodeneeddo maintainaroutingtablegiving detailsof which objectsbelongto eachworld.
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Messagesentfrom the objectprocessesre addressedio the nodecontainingthe correctworld
by meansof this table.

Someform of schedulingcontrolis neededo allow all objectprocessesn equalopportunityto
communicatevith theirworld. Allowing all processeto communicatesimultaneouslyill could
lead to situationswhere some processegarely get accessto external links. The ability to
implementa fair schedulingpolicy is a requirement.

Sincethetransputearchitecturgequireshatonly oneprocessiseeachchannelandeveryobject
can conceivablycommunicatewith any world, the numberof channelsrequiredis the product
of the numberof worlds and numberof objects.While this is a large numberof channelst is
not entirely inconceivable Eachof thesechannelshowever,requiresa buffer. If messageare
not buffered, the routing processeswill block, replies cannotbe sent, and the systemwill
deadlock.

The schemedescribedabove could be implementedbut it would be expensivein terms of
memory. Schedulingproblemscan also arisein gaining accesgo the externalcommunication
links of the transputersAn alternativeschemewasimplementedhat usesfewer links, andthat
enforcesa schedulingpolicy. Eachnodecontainsa communicationgnanagethat multiplexesall
messagefrom that nodeonto the externallinks of the transputerMessagesre queuedso that
eachprocesgjetsa chanceto communicateEachmessagdrom an objectprocesss forwarded
to the appropriateworld server,andthe reply returnedto that processbeforethe next message
can be serviced. This method could exhibit reducedperformance by restricting the object
processesothatonly oneper processocancommunicatet a time. This problemcanbe easily
overcomeby addingmore communicationsnanagerger node,allowing a numberof objectsto
communicateavith their worlds simultaneouslybut still limiting thenumberof channelsequired.
The communicatiorwith the world serveris designedo be asshortaspossibleto minimiseany
delay.

The extraprocesdayer for communicatioralsowould be usefulwhenexpandingthe systemto
run over a networkof heterogeneousachinesHerethe routingwill be more complicatedand
protocolconversionmay needto be includedalongwith the routing.

Eachworld requiresa channefor eachprocessorEachobjectrequiresa channeko communicate
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with its local manager.The total numberof channelsrequiredis the sum of the number of
objects,N, andthe productof the numberof world, W, and processorsP, i.e.

Channels= N + W x P.
This is less than required with the previous scheme,namely N x W, since the number of
processorshouldbe lessthanthe numberof objects.

M Iv
prgrclgssgrr . | Object Object User User
(shown \ \ / /
for one | Kernel | | Kernel | | Kernel
processor) Routine Routine | | Routine
1 per Manager Manager (o olNe] Manager
processor K /
World World World
Server Server Server

Figure 31 Structureof communicationayer

The structureof the communicationlayer at this point is shownin Figure 31.

5.2.3.2.Communication betweenobject and object

Userscantransferotherobjectsfrom oneworld to another Objectscancreateotherobjects.This
requiresthat the communicationmanagersbe able to communicateto allow the necessary
updatingof routing information.

Extra channelscan be added to the communication manager processfor this type of
communicationDeadlockcanarisewith this sort of communicationwhentwo managergry to
communicategachwaiting for the otherto reply beforereplyingitself. A solutionto this problem
is to separatethe communications manager process into two separate processes.A
communicationsmanagerwill still handle communicationwith world servers. An object
coordinatowill be addedto controlcommunicatiorwith othermanagersTheroutingtablemay
be shared between the two processessince they are presenton the same node. The
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communicationgnanagercan sendmessagesind receivereplieseitherto world servers,or to
objectcoordinatorsAs long asno objectcoordinatorthentriesto senda messageo, andreceive
areply from a communicationsnanagerdeadlockis prevented.

If greaterbandwidthis required,thenmore communicationsnanageiprocessesanbe added.

5.2.3.3.Communication betweenobject and devicedriver

Communicationbetweenobjectsand devicesis simplified by the restrictionthat at most one
objectcan operatea deviceat any time. A single channelcan be allocatedfor eachdevice.A
simple routing table can be usedto direct messageso the appropriatedevice,indexedby the
devicenumber.

Someform of arbitrationschemes requiredto preventdifferent objectsfrom openingthe same
device.This canbe implementedoy creatinga single deviceserverprocesswhich fits into the
samecategoryastheworld serversObjectprocessessuerequestsor deviceghatareforwarded
throughthe communicatiormanagersThedeviceserverandlesonerequesatatime, andissues
the devicesto the requestingprocess.Once a deviceis issued,it cannotbe given to another
procesauntil it is releasedy the oneto whom it wasissued.

Many per . .
processor Object Object User User
(shown N\ N~ 7
for one Kernel Kernel Kernel
processor) Routine | | Routine [ | Routine | .
1 per Coordinator Manager Coordinator
processor ~>_ ||
Manager Coordinator Manager
World World World Device
Server Server Server Server

Figure 32 Completeplan of communicationiayer
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The completecommunicationiayer is shownin Figure 32.

5.2.4.The Servers

Therearethreetypesof serverprocesausedin the system.Eachprocessconsistsof a loop that
repeatedlypicksup anincomingrequestservicest, andreturnsthe resultbeforecontinuingwith

the next messageln this way, contentionis avoidedon the sharedresource Buffers are placed
ontheincominglinks andpreventblockingin the processethatperformthe datarouting,leading
to eventualdeadlock Eachmessageequiresan acknowledgementyhich allows the buffer size
to be limited to one.

The serverspresentin the systemconsistof the objectcoordinatorghat allow accesgo objects
on remotenodes the world serverghat controlaccesgo the objectdatafor eachworld, andthe
single deviceserverthat preventscontentionfor the variousdevices.

5.2.5.Function Implementations

This sectiondescribeghe implementation®f someof the functionsdescribedn section5.2.2.
The algorithmsin this sectionareintendedto illustratethe mannerin which the communication
with theworldsis handled.The applicationprogrammenusesthesefunctions,andis not required
to understandany of the detailspresentedn this section.

Theimplementatiorof the functionsis intendedto be generalandnot imposerestrictionson the
mannerlin which they canbe used.It is hopedthatthey could evenbe usefulfor applicationsnot
yetenvisionedTheyareintendedto assistin keepingthe virtual reality consistentnot to impose
restrictionson the way in which a systemcanbe modelled.

An objectmay be uniquelyidentified by threedifferent values.Theseare:

(1) the world thatit occupiesandthe objectnumberin that world,

(2) the nodeon which its processunsand an objectnumberlocal that node,and

(3) a uniqueglobal identification numberallocatedwhenthe objectis created.
Eachobjectprocesscan be identified by a value of type (2). This needsto be translatednto a
valueof type (1) to accesghe objectdata.To accessanotherobject,it is mostconveniento use
valuesof type (3). Therouting tablefor the communicatioriayer relatesall threeallowing easy
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conversionfrom one form to another.The routing tableis kept on all nodesof the kernel,and
updatedwhenrequired.

5.2.5.1.Getting object position and orientation

Most of the functionsare involved with transferringdatato and from the world servers.They
typically consistof a singlecall to the server.An exampleof sucha functionis GetPosAndOri
that retrieves the position and orientation of an object. This function, together with the
correspondindgunction to setpositionand orientation,is usefulfor moving objectsaroundthe
world.

5.2.5.2.Creating objects

Oneof the more complicatedfunctionsis the oneto createnew objects.It containsexamplesof
callsto theworld serverandobjectcoordinatorsA pseudocodeéescriptions givenin Figure33.
Thedeviceservers usedasa sourceof objectidentificationnumbersSinceonly onesuchserver
exists,uniqguenes®f suchnumberscan be guaranteed.

function CreateObjecfAttributes ProcessProcedurgVorld)

call deviceserverto geta new global identification number
for i := 1 to numberof processorsn kerneldo

call objectcoordinatoron nodei to get hnumberof objectson that node.
end for

let n be the nodewith the leastobjects

call world serverto add Attributesto World

call objectcoordinatorfor eachnodeand updatethe routing table entry for the
new object

call objectcoordinatoron noden to run the ProcessProceduien that node

Figure 33 Pseudocodeescriptionof objectcreationfunction
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This routinealsoimplementghe load balancingtechniqueusedby the system This assumeshat
all object processesre likely to requirethe sameamountof processottime. The objectsare
distributedso that equalnumbersof objectsare found on eachprocessor.

5.2.5.3.Moving from oneworld to another

Thisis alsooneof the morecomplicatedunctions.It is unlike mostof the otherfunctionsin that
it imposesa predefinedpolicy on how objectsmay movefrom oneworld to another Most of the
otherfunctionsaregeneralpolicy is definedby the applicationcreator.Therule for movingfrom
oneworld to anotherrequiresthat all ownedobjectsmustbe transferredaswell. Eachworld is
intendedto be self contained,and ownershipacrossworlds is undesirableThe pseudocodéor

this functionis givenin Figure 34.

function MoveObject(DestinationWorlJl

call world serverfor sourceworld to get objectdata

call world serverfor DestinationWorldto add objectto that world

loop
call world serverfor sourceworld to get identification numberof an
ownedobject

if no ownedobjectexiststhen
exitloop
end if

MoveOwnedObjec{DestinationWorlJl
end loop

call world serverfor sourceworld to removethe objectfrom that world

call objectcoordinatoron eachnodeto updaterouting tables

Figure 34 Pseudocodeescriptionof objecttransferfunction

The codefor the MoveOwnedObjectis similar to the codefor MoveObiject. It alsocontainsa
recursivecall to MoveOwnedObject to transferany objectsbelongingto the alreadyowned
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objects.

5.2.5.4.Finding neighbouring objects

Somefunctionsinvolve a reasonableamountof computation An exampleof this is the function
to find the distanceto the closestobject. The approachwith functionsof this sortis to havethe
computationgncludedas part of the function. This way the calculationsare performedby the
object process.The alternativeis to havethe serverperform the calculation. This would both
limit the advantageof the parallelism,andtie up the serverslowing communicationwith other
objectprocesses.

TheFindClosestObjectfunctionfirst callstheworld serverto getthe positionsof all the objects
beforecalculatingthe distanceto eachobjectandreturningthe minimum.

5.3. Kernel Performance

The effect of the parallelimplementatiorof the virtual world kernelwasmeasuredor a simple
simulation. This simulation modelledgas particlesin a sealedcontainer.Each particle could
collide with the containerwalls andwith all other particles.

The main loop of the object processcontrolling eachparticleis relatively simple. It first looks
for the closestobjectto itself. If that objectis closerthan a critical distance thenit changes
directionto indicatea collision. The particle processhen checksthe world attributesto locate
any boundariesIf collision with a boundaryis imminent, then a direction changeis made.
Finally, the objectcalculatests new position and storesthis in the world database.

Threeversionsof the simulationweretested Thefirst used32 particlesandeachparticleprocess
wasgiven extrawork to do so asto just preventsaturationof the communicatiorinks in the 16
processocase.The secondused4 worlds, eachidenticalandeachcontaining32 particles.Extra
work wasgivento eachparticleprocessut muchlessthanfor thefirst testcase.This simulation
wastoo complexto run on only two nodes.Thelastsimulationagainhad4 worlds, butwith only
8 particlesin each.No extrawork wasadded.Timing figuresmay be seenin Table XII.

The processorsvere configured as a hypercubeof order log,N where N is the number of
processoraised. The communicationgime limits the speedupparticularly in the last two test
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Table Xl Updateratefor particle processes

Update rate for particle processors

100==

Updates / second

0.1 i i i i
Number of processors
—=— 32 objs, 1 wid ---#*-- 128 objs, 4 wlds>- 32 objs, 4 wlds

32 objects, 1world | 0.72] 1.45| 2.65 | 4.89
128 objects, 4 worlds 1.12 | 2.04 | 241
32 objects, 4 worlds | 3.15 | 7.53 | 10.21 | 14.15

caseswheremuch of the time usedby eachobject processwas spentwaiting to messageso
arrive.Thecollision detections a particularlyexpensiveoperationwith regardto communication,
sinceit requiresransferof about7 Kbytespercall. An estimateof the amountof datatransferred
per world serveris shownin Table XIII, given that eachparticle processtransfersabout7.5

Kbytes per iteration.

For the first test case,increasein speedis due to the increasein the numberof processors
availableto do the work. For the othersimulations bandwidthseemgo be the dominantfeature

in determiningthe speedupln thesecasesthe speedups closerto log,N, which is also the

numberof links usedper transputelin constructingthe N processohypercube.

The greaterthanlinear speedupvhengoing from 2 to 4 processorsn the final simulationcan
be attributedto the presenceof multiple world serverson a singlenodein the 2 processorcase.
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Table Xl Datatransferredper world serverin Kbytes/second

Data transferred per world server

1200
11001
10004
2 9001
8001
7004
6004
5004
4004
3004
2004
100

er second

Kbytes transferred

Number of processors

—=— 32 objs, 1 wld —+— 128 objs, 4 wids—«— 32 objs, 4 wlds

32 objects, 1 world | 173 | 349 | 635 | 1172
128 objects, 4 worlds$ 268 | 490 | 579
32 objects, 4 worlds| 182 | 436 | 612 | 848

Each serveris a high priority processand would normally act immediatelyto an incoming
messagef aloneon the processorWhen sharing,it may haveto wait for the other serverto
finish processingeforeit is ableto run. Thusdelaysareremovedwhenincreasingthe number
of processorsn this case.

5.4. Summary

The systemdescribedaboveallows the manipulationof a variety of virtual worlds. All objects
are controlledby their own processesDatafor all objectscorrespondingo a particularworld
are storedin a single datastructurefrom wherethey may be accessedT he systemattemptsto
make maximumuse of parallelism,by distributing eachworld and the objectsin themonto a
network of processors.
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A communicationsystemexiststo route databetweenobject processand world databaseThe
mannerin which the communicationsystemis implementedprovidesa limit on the speedof
communicationput allows a fair schedulingschemeto be implementedIt alsowould assistin
extendingthe systemto include other different processorsiNo problemshavebeenexperienced
with this methodof implementationmostobjectprocessesequiredelays.

A numberof functionsexistfor usein creatingvirtual world applications.Thesefunctionsallow

the objectprocesseso readandupdatethe world databasentries,bothfor their own objectand

otherobjectsthat are owned.Functionsare also providedto perform other calculationsneeded
by virtual reality applications.

Measurementf the performanceof the kernel show that the use of parallelism provides
improvedperformance.
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6. Virtual Reality Applications

This sectiongivessomedetailsof thetechniquesisedwhencreatingvirtual worlds. Descriptions
of the implementatiornof two virtual reality applicationsareincluded.

6.1. Techniguescommonto all applications.

This sectiongives the descriptionof functionsthat were found useful in implementingvirtual
worlds, but that are a level above the functionality required by the kernel. Theseroutines
combineseverabf thekernelfunctionsinto commonlyusedfunctions.Theyarelessgenerathan
the kernel routinesand may be useful only in certaintypesof virtual realities.In the analogy
where the virtual world kernelis comparedto a UNIX kernel, theseroutineswould be the
equivalentof the C standardibraries.

6.1.1.Movementin a virtual world

Variousfunctionsare presento controlmovemenbf a user,basedon considerationsnentioned
in the following sections.

6.1.1.1.Movementin a virtual world

Movementis generallymore controllableand predictablewhen performedrelative to the frame
occupiedby the mover.The conceptf up, down, left, right, in andout arefamiliar, asareturn
left, turn right, turn up turn down, turn clockwise,andturn anticlockwise.

To implementthis, one mustfind the displacementand rotationsin the untransformedworld)
coordinateghatwill causeunit displacementn-androtationaround-the axesof thetransformed
(screen)coordinatesystem.The view is producedby shifting the sceneso that the view point
becomedhe origin, andthenrotatingit aboutthe origin accordingto the direction of view.

Let R be the rotationmatrix in the viewing transformation.

To producemovementlongoneof the axes(saythe x axis) in the axesof thefully transformed
system.
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- Invert the matrix to get R* (inverting quaternionss not complex).
- Projectalongthe axis ([1 0 0] R™).
- The projectioncorrespondgo the unit displacementn the fully transformedsystem.

A motivationfor this is shownby (4) wherethe variableOriginalPointis the transformedooint
beforethe displacemenbccurred.

For translation [S, S, S 1,

a b c A B C
Rotation R =|d e f| withR' =| D E F
g h i G H I

Transforming [x, y, z| after a displacement
of (Ax, Ay, Az) as derived previously gives:

R ° Displace[S, + Ax, Sy + Ay, §_ + Az] ([x, ¥, zD) (4)
RO[x+Sx+Ax,y+Sy+Ay,z+SZ+Az]
OriginalPoint + R ° Displace [Ax, Ay, Az]

(Distribution)
= OriginalPoint + R ° [1,0,0] . R
abc
= QOriginalPoint + | d e [ | ° [A, D, G]
h i j

OriginalPoint + [1, 0, 0]

To producerotationaroundone of the axes(saythe x axis) in the axesof the fully transformed
system:

- Let A correspondo the desiredrotation aboutthe axis in the screencoordinatesystem.

- Createa newrotationmatrix R = A.R which representshe rotationto be appliedin the world
coordinatesystem.

Themotivationfor this maybe seenin (5), whereit maybe seenthattherequiredrotationoccurs
on the point in the screencoordinatesystem.
6.1.1.2.Navigation

The rangeof the movementiracking deviceis usually not sufficient to allow the userto reach
everypartof the virtual world. The volumewith which the usercaninteractmustbe capableof
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Given a point [x, y, z] to be displaced by [S, Sy, S
and transformed by rotation matrix R

The point after additional rotation A (5)
= R’ o DisplacelS,, Sy SI(Ix, ¥, 2D
= A ° R o Displace[S , Sy, SZ]([x, Y, 21
= A (OriginalPoint)

moving to different regionsof the virtual world. The technigueemployedin the walkthrough
project at the University of North Carolina at Chapel Hill used buttonsto fly forward or
backwardin the directionof gaze[8]. Thisis copied,usingtwo gestureswith the powergloveto
control forward and backwardmotion.

In order to make this sort of movementefficient, it must meet two requirements:Rapid
movementis requiredwhen going long distancego avoid unnecessarylelays.However, fine
controlis still neededwvheninteractingwith nearbyobjects.

Onesolutionto this probleminvolvesselectingthe targetobjectandmovingtowardit with speed
proportionalto the distancefrom the object[27]. A systemof logarithmic movementwithout
selectionof a destinationobjectwastested,wherespeedis increasedas the movementgesture
is repeatedThis doesmakemovementeasier althoughanupperlimit wasplacedon the velocity
to preventmovementbecomingunmanageable.

Thelatencyin the systemcould bereducedat the input devicestageby predictingthe nextinput.

Reactingbeforea movemenis madewill reducethe delaybetweernthetime at which the motion
actually occursand the time at which the resultis displayed.Position can be predictedfrom

velocity and accelerationSucha systemis alreadyin usein the powerglovedriver to detect
errorswhenthe glove is too far from whereit is predictedto be. Predictionfor the purposeof

latencyreductionhasnot yet beenattemptedhowever,and remainsa future goal.

6.1.2.Implementation of attributes

The kernel providessupportfor the storing, getting and setting of attributesbut ignoresthe
semanticof theseattributes.Evaluationof theseattributesis left to the applicationwriter. Code
to usea numberof attributeshasbeenassemblednto a library routine.
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Attributeshavebeenassignedo all the objectsin theworld, andto theworld itself. For example,
whensimulatinggravity, eachobjectwill haveanattributecorrespondindo its air resistanceand
the world will havean attributegiving the acceleratiordueto gravity.

Attributesare an entirely voluntaryfeature.lt is up to the applicationwriter to ensurethat each
objectin theworld evaluatests attributes.This is a satisfactorysolutionwhenprototypingvirtual

reality operatingsystemsput may becomea problemwhentrying to maintainconsistencywith

multi-user systems.A future version of the system may compel objects to satisfy this
requirement.

Someof the attributesusedin the applicationsdescribedn thefollowing sectionsarementioned
below.

6.1.2.1.Boundaries

A boundaryis a world attributeusedto keepan objectwithin a specifiedarea.This is usefulif
the useris supposedo be inside someobjectto preventwalking throughwalls.

The boundarysystemcurrently usedrestrictsobjectsto a cubicalvolume of spacelf morethan
oneboundaryis used,the useris constrainedo the union of all the volumes.This allows more
complicatedrestrictionvolumesto be constructed.

6.1.2.2.Portals

With multiple worlds, someform of transportmechanisms necessaryThe conceptof a portal
hasbeenfrequentlymentionedn virtual reality discussionsBy enteringsomeareaof spacefor
examplea doorway,the useris magically transportednto a new world.

The portals currently implementedconsistof a rectangularareaof spaceand an associated
destinationworld. When the motion of an object intersectsthis rectangleautomatictransfer
betweenworlds occurs.Portalsare oneway, to returnthe destinatiorworld mustalso be given
the appropriateportal attribute.

Portalsareinvisible, usually objectsare placedon themto indicatetheir location.
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6.2. Implementations of virtual worlds

The object control routinesare written in C, andlinked in with the restof the system.All the
processcreationand messageyassingfunctions provided by the compiler and the systemare
availablewhencreatingtheseroutines.The only restrictionplacedon the objectroutinesis that
the nodeon which the objectprocesswill run cannotbe predicted,it is determinedby the load
balancingin the kernel.

The standardmethodof building a world is throughcreationof a configurationfile. This gives
detailsof all the objectsin the world, includingtheir objectprocessegyositions,orientationsand
other attributes.Thesefiles arereadin whenthe systemstartsand the internal representations
of the worlds are created Extra objectsmay be createdat run-timeif necessary.

A descriptionof two virtual reality applicationsthat run on this systemis given below.

6.2.1.Architecture walkthrough

Thearchitecturevalkthroughapplicationwasdevelopedo evaluatehe effectsof someproposed
changego a sectionof the ComputerScienceDepartmentat RhodedUniversity. A corridorwas
to beremovedandreplacedwith anopen-planayout. The apparenspaciousnessf the areawas
of moreinterestthanrepresentinghe detailsof eachroom.

The first stagein the developmenbf this applicationwas the constructionof two objects,the
building asit wasoriginally andthe building incorporatingthe proposedchangesThe userwas
permittedto navigatethrougheachof the buildings, flipping betweenthemwith the pressof a
button. In this way, a comparisorof the views from any point could easily be made.

Theresultsof thisinitial implementatiorwereencouragingThe building consistednly of walls,
without furniture. The colour schemenvasonechoserto aid in distinguishingthe differentwalls,
ratherthanthe conventionaivhite usedin reality. In spiteof theseflaws, everybodyfamiliar with
the departmensoonbecamecomfortablewith the illusion oncea few familiar landmarkshad
beenpointedout. Onceoriented,they could keeptrack of their positionanddirectionrelativeto
the real building. Even the ability to walk throughwalls did not discourageanybody.Those
unfamiliar with the departmentendednot to know wherethey were,but did feel the illusion of
moving througha building. The monitor usedfor this demonstratiorwas a large 19" monitor.
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Therewasa tradeoff betweenusinga higherresolutionand slowerframerate versusa smaller
imageandfasterupdate.lt wasfound that the larger picture with the greaterfield of view was
the more realistic. The size of the monitor permittedviewersto sit in front of it and havethe
virtual representationf the ceiling appeaabovethem,with the floor below. The smallerimage
where everything was in front was less acceptable.The diminished frame rate did not
substantiallylessenthe effect of reality.

The secondstepof the walkthroughwas an attemptto improve the speedand add furniture to

the building. The problemwith addingfurniture wasthat placingobjectsinside otherscauseda

failure in the hiddensurfaceremovalroutines.The hiddensurfaceremovalroutineswork on an

objectby objectbasis,only sortingthe polygonsfor a single objectat a time. While the hidden
surfaceremovalroutinescould haveeasily beenextendedo sort all the polygonsin the scene,
this would haveincreasedhe time takenby the routine. In particular,a new BSP tree would

needto be generateckverytime an objectwasmoved,a procesdaking severalsecondsvenfor

simple scenes.

A solutionto this problemcanbe found by consideringthe building asa boundaryto the world

(Seesection3.2.2.5).Thefurniture andusersare constrainedo existinsidebuilding. This solves
the hiddensurfaceremovalproblemfor the outerboundarie®of the building, but objectsin other
roomsarestill paintedover the internal partitionsinside the building.

A bettersolutionto this problem,anda methodof increasinghe framerate,involvesmakinguse
of separatevorldsfor eachroom.In this way, theinternalpartitionsbecomeboundariegor each
world. Only the objectsinside a particularroom exist in that world with the resultthat hidden
surfaceremovalworks satisfactorily.Adjoining roomsmay be addedaspart of the background,
allowing a view throughthe doorway.The worlds are linked by providing a portal attributeto

theworld, sothatmovingthrougha doorwayresultsin automatidransferto the nextworld. Thus
movemenis unchangedTheonly differenceis the sudderappearancef furniturein a particular
room when one enters,and the inability to seeinside other roomswithout moving into them.
Thesedrawbacksare consideredh reasonabléradeoffagainstthe obviousadvantages.

A numberof sampleimagesproducedwith this applicationcanbe seenin Figure 36, Figure 37
andFigure 38.
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6.2.2.Virtual Checkers

Thevirtual checkersapplicationwasanattemptto createanapplicationrequiringinteractionwith
the world. The boardgameof checkergor draughts)requirespiecesto be movedaroundon a
board. The correspondingscenarioin virtual spacehas the board defined as part of the
background.The piecesand the playersare constrainedto move aboutin the areaabovethe
board.The piecesarecolouredred andblue accordingto the playerto which they belong.A red
anda blue conearepresentpneon eachendof the board.The conecorrespondindo the player
aboutto makea move, rotatesslowly.

A simulatedgravity is usedto keepall the piecesat the samelevel, evenwhenthey are moved
andplacedat differentlevels. The controlling routinefor eachpiecemovesthe objectif it is not
atthe correctheight. The objectis accelerate@gmoothlyto the correctlevel. For variety, the blue
objectssimulatean inelasticcollision with the boardand stop abruptly, the red objectscollide
elasticallyand bounce.

The ownershipconceptis usedto preventcontentionfor an object. The object is initially
ownerlessand so can only be controlled by the correspondingobject process.This process
monitorsthe position of the objectand attemptsto restoreit to the correctlevel if it is moved.
A usermay claim ownershipof the object, which allows only that user processto move the
object. Whenthe userrelinquishesownership,the objectprocessegainscontrol and can move
the objectto the correctlevel.

Implementingthe rulesof a gameof checkerss a problemthat canbe solvedwithout requiring
any useof the virtual reality operatingsystem.This aspectof the simulationis thus considered
irrelevantto this discussion.

A numberof sampleimagesproducedwith this application can be seenin Figure 35 and
Figure 36.

6.3. Summary

This sectionhasoutlined someof the higherlevel routinesusedin controlling virtual worlds.
Detailsof two virtual realitiesthatwereimplementedisingthis systemweregiven. The creation
of the realities showshow the variousfacilities provided by the virtual world kernel may be

Page95



applied.
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Figure 35 Views of applications(SeeTable X1V for details)
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Figure 36 Views of applications(SeeTable X1V for details)
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Figure 37 Views of applications(SeeTable XIV for details)
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Figure 38 Views of applications(SeeTable XIV for details)
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Table XIV Descriptionof the scenesn Figure 35 - Figure 38

Picturelndex | Description
1 View of the completecheckersboard
2 View of blue piecesat boardlevel
3 View of red pieces,with red conein the background
4 Carryinga blue piece,gestureis FLAT
5 Placinga blue piece,gestureis YES
6 View of red pieces,gestureis FLAT
7 Moving amongstthe red pieces,gestureis TURN
8 Moving a red piece,gestureis GRIP
9 Droppingthe red piece,gestureis FLAT
10 Outsideview of walkthroughmodel
11 Moving virtual furniture in oneroom, gestureis FLAT
12 Room after the chair hasbeenplaced,gestureis FLAT
13 Planof original building, with viewpointsmarked
14 Plan of building with proposedalterationswith viewpointsmarked
15 View of entranceof original model,from viewpoint 1
16 View of entranceof modified model,from viewpoint 1
17 View of passagef original model,from viewpoint 2
18 View of the modified modelfrom viewpoint 2
19 View of interior of original model,from viewpoint 3
20 View of the modified modelfrom viewpoint 3
21 View from an office in original model,from viewpoint 4
22 View from the office in modified modelfrom viewpoint 4
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7. Comparisonsand Conclusions

During the lifetime of this project (January1992 to July 1993), the field of virtual reality
developedfrom a subjectknown to a few selectresearcherso a householddiscussiontopic.
Researchinto the subjectover that period has increasedthe available software from a few
systemsrunning on expensivemachinesto systemsthat can give reasonableresultson an
inexpensivePC.

Many of the newersystemsare intendedto allow the developmenbf diverseapplicationsand

are not restrictedto one application.Thesesystemsare mostly university researchprojects,not

commercialproductsand,asaresultsourcecodeand/ordesigndocumentatiorior thesesystems
is more widely available.

The next few sectionspresentsomeof the detailsof thesesystemsconcentratingn particular
on the extentto which they compareto the systemdescribedn the previouschaptersPractical
experiencewith thesesystemsis limited since many require specialisedhardware,both for

computatiorandfor interaction.For this reasonthediscussiorwill concentratenainly on design
issuesratherthan performancassues.To simplify the comparisonthe acronymVROS (Virtual

Reality OperatingSystem)will refer to the systemwhosedevelopments the subjectof this
document.

Conclusionsthat have beenreachedas a result of the researchinto the developmentof this
systemare presentedat the end of this chapter.

7.1. AVIARY

The AdvancedinterfacesGroupat the University of Manchesteis working on the development
of a generalframeworkfor advancednterfaceswhich they arecalling AVIARY [42][35]. This
systemis intendedto supporta broadrangeof Virtual Reality environment.

The model of reality usedin developingthe AVIARY systemis similar to that usedin the
VROS. Many of the sametermsare used,but subtledifferencesexistin the meaningsascribed
to thesewords.'Worlds' arecollectionsof attributes(eg. mass)andlaws (eg. gravitation)rather
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than the datastructurecontainingcollectionsof objectsand a few attributesas for the VROS.
Applications are distinct processeghat manipulatethe objectsin the world. Many of the
applicationscan exist in a single world, controlling the various objects.An applicationin the
VROS is a more abstractconceptconsistingof one or moreworlds, a collection of objects,and
the mannerin which they interact.

The problemof supportingthe rangeof featuresnecessaryo implementany reality is present
in AVIARY as well. The solution implementedis to provide a basic world that may be
customisedto the purposerequired. This resultsin a conflict betweenthe needto provide
assistancéo the applicationwriter while still allowing sufficientgenerality.The solutionfor the
VROS is to provide library routinesto handlethe mostcommoncaseswith the hopethat few

additionswill be neededfor more esotericfunctions. The approachtakenfor AVIARY s far

morerigid. The setof all possibleworlds is structuredas a hierarchy.The top of the hierarchy
containsall possibleworlds. Further down theselaws are more refined. For example,some
worlds may havegravity, while othersdo not. This informationmay alsobe usedto restrictthe
typesof objectsthat may be movedfrom oneworld to another.Consistencymay be maintained
by making surethat the objectis capableof obeyingthe laws of the new world. A systemof

portalsis usedto link differentworlds.

As with the VROS, objectsare also permittedto be boundto processesvhich control their
behaviour An extraform of controlis presenthowever,from usersor applicationsThis differs
from that found in the VROS, where the only interaction betweenobjectsis through the
ownershipconceptA userunderAVIARY combinescharacteristicef objects,in thatit alsohas
avisible manifestationandof applicationsjn thatit is alsosubjectto controlbeyondthat of the
physicallaws of the world.

AVIARY is segmentednto processeshatcanrunin parallel. A communicatiorsystemsimilar
to thatusedin the VROS is presento allow communicatiorbetweenprocessesTlhe processes
in the systemconsistof:

- Input processegcoincidingwith input devicedrivers).

- Outputprocessesgcoincidingwith outputdevicedrivers).

- A Virtual EnvironmentManager(wherethe VROS hasmultiple world servers).

- EnvironmentDatabasehat providesspatialmanagemensuchas collision detection.
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- Object Servers(correspondingo the objectprocesses).
- Applicationsto control usersor manipulatethe virtual environment.

Thecommunicatiorandparallelstrategiediffer betweemAVIARY andtheVROS.In theVROS
objectscommunicateonly with the servers,and supportfor communicationbetweenobjectsis
minimal. The world serversmaintain a central data basefor eachworld, and computational
workloadis limited to the objectprocessesWith AVIARY, thevariousprocessesommunicate
extensively Eachobjectkeepsthe datarelevantto it, andupdatesaretransmittedwhenchanges
occur. Much of the computationis containedin the applications,and in the Environment
Databaseavhich may limit the degreeto which parallelismcanbe used.

The AVIARY systemcurrentlyrunson transputer&and SUN workstations.The communications
systemis the module most affected by different architecturesVersionsare implementedfor
transputermetworksand SUNs connectedby ethernet.Graphicsare producedby a hardware
renderer.

A strengthof the AVIARY designlies in the ability to implement physical laws without
excessivenvolvementon the partof applicationwriter. The objectorientednatureof the system
with the useof inheritanceto control attributesfor differentworlds is well suitedto the design
of a supportenvironmentfor implementingvirtual worlds.

7.2.Cyberterm

This systemis intendedto implementa single virtual world, a cyberspacehat allows multiple
usersto sharea commonvirtual area[34]. The single world is distributedover a numberof
workstationswith eachmachineacting as a serverfor a portion of the world. Movementfrom
one'sector' of the world to anotherrequiresconnectingto a different server.A similar system
could be implementedn the VROS using multiple worlds to representhe varioussectors.The
difference,however lies in the fact that the different processorsn Cybertermare separatedy
greatergeographicabistances.

The position of objectsis kept by the serverdatabaseWhenan objectentersa sectorit makes
alocal copyof this data.Velocity informationis usedto updatethe positionof otherobjects,and
updatesare periodicallyissuedwhenanotherobjectchangedirection. This is appropriatevhere

Pagel04



communicatioris overlong distancesindover limited bandwidthconnectionsWith the VROS,
it is acceptabldo poll the servereachtime dueto the fast transputeiinks.

The serveranustissuepermissiorfor variousactions,suchasmovementPrivateareasof space
canbe createdwhererulesdecidedon by the ownerare enforced.This is the oppositepolicy to

that takenwith the VROS where suchrules must be voluntarily obeyedby the objects.The

boundingbox attribute underthe VROS is one way of defining a boundary,but if the object
processdoesnot implementthe attribute,no further actionwill be taken.This relaxedattitude
is reasonablefor a prototype system,but may needto be more rigorously enforcedin a
commercialsystem.

The systemis currentlybeingimplementedon PCsand SUNs. Graphicsare producedby public
domainrenderinglibraries suchas VOGLE and REND386.

7.3. Distributed Interactive Simulation (DIS)

DIS andits predecesso8IMNET arestandardgor distributedinteractivesimulations[26]. They
are specifically intendedfor battlefield simulations.The simulationsmay involve thousandof
objectsandtake placeover a wide areanetwork.

Communicationoccursover a relatively low bandwidthmedium, such as ethernet.Each host
machinecontrolsits own vehicle and keepstrack of othersby deadreckoning.Eachhostkeeps
track of its deadreckonedposition and, whenthis differs significantly from its actualposition,
it transmitsan updateto all otherhosts.

This approachs quite differentto the VROS whereall objectdatafor a world is maintainedoy

a single serverprocess.

7.4.DIVE

DIVE (Distributed Interactive Virtual Environment) is a loosely coupled heterogeneous
distributedvirtual reality systembasedon UNIX andrunningoverlocal andwide-areanetworks
using Internet protocols[2][3]. It providessharedmemory over a network and controls the
sendingof signalsto processes.
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The DIVE systemconsistsof a setof processegachcapableof manipulatingthe world andits
objects.The processesonsistof visualizerprocesseshatallow usersto interactwith the world
andapplicationprocesseshat operateon objectsor introduceapplicationsin the virtual world.

The world consistsof a set of objectsand variousparameterslt is a datastructure,asin the
VROS. Processesire capableof moving from one world to anotherby intersectinggateway
objects. The implementationof a sharedworld differs from the serverapproachusedby the
VROS. UnderDIVE the world is maintainedasa replicateddatabaseEachprocesshasits own
copy of the structure Functionsareprovidedto allow updatingof entriesin eachcopyfor all the
processe# theworld. If all processeseavea world, the databases discarded.

An eventhandlingsystemis presentin DIVE allowing processeso registerfor certaintypesof
event. The processcan be notified when objects are created,removed, changed,or when
interactionbetweena userand an object occurs.A timer eventallows certaintasks,such as
object movement,to be called periodically. Objects may be given primitive behaviour by
specifyinga statemachinewhich performscertainactionson variousevents.A limited number
of actionsare possible,including moving, sendingsignals,and changingappearance.

A numberof high level tools are availablefor creatingapplicationsin DIVE. Thesefunctions
supportthe selectingand graspingof objects.A vehiclesmodule exists which usesthe users
actionsto control the virtual environmentThis is similar to the gestureinterpretationunderthe
VROS.

7.5. Division

The ProVisionsystemproducedby a Bristol basedcompany Division, is a virtual reality server
thatconnectgo a numberof hostmachined432] (seealso1.4.3.2).The systemis basedon T425
and T805 transputersVarious supportsoftwareis available,including the Distributed Virtual
EnvironmentSystem(DVS).

This system provides real time control and distributed event handling. All activities and
environmenthandling under DVS are performedby processe<alled actors. Sharing of data
betweenthe actorsis controlledby DVS.

Parcelsof datacanbe sharedbetweenvariousactors.Eachactormakesa local copy of the data.
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In orderfor one actorto updatethe data,it mustsendan updaterequestto a specialactor,the
director,which will thenpropagatehe updateto otheractorsholding thatdata.Updatingcanbe
donein exclusivemodewhich ensureghatall actorprocessefaveconsistentopiesatonetime.
The alternative is general mode which is faster, but actors separatedby low bandwidth
connectionsnay experiencedelayin receivingthe update.This is the oppositeapproacho that
usedin the VROS, whereonly one copy of the datais kept by a world server.

The actorscontrol everythingfrom 3-D input devicesto geometrydatabasesThis approachis

more general than that used in the VROS, where specialisedprocesseswith customised
communicationinterfacesare usedfor eachparticulartask. The approachtakenby DVS may
makecreatingapplicationsmore complex,with greaterunderstandingf the systemrequired.

In orderto copewith real time constraintsgachactor can maintainits own local time. When
communicatingthe directorwill comparethe different times of eachactorand adjustthem so
thattheyarein step.Thisis usefulin synchronizingdifferenthardwaredevicesthatareoperating
at different speeds.

Renderings donein hardwarepusingToshibaHSPpolygonprocessorsA rendereprocessalled
Pazconvertsa high level scenedescription similar to the world datastructureusedin the VROS,
to the polygonequivalentCallsto Pazcanbe madeto alterthe position,motionandillumination
of the objects.

7.6. Minimal Reality (MR) Toolkit

The MR toolkit is a library of functions for supportingthe developmentof Virtual Reality
interfaceq[17]. It providessupportfor a numberof peripheraldevicesusedfor Virtual Reality.
It alsoprovidesfacilities for distributingthe Virtual Reality over multiple workstations.

The systemprovidesthe basicservices Supportfor creatingvirtual reality applicationsasfound
in the VROS, will be providedby high level tools still beingdeveloped.

The toolkit consistsof three levels of functions. The first level consistsof device support
functions.Theseareimplementedasa client-servepair, with the servercontinuouslypolling the
device so the client can have accesgo the most recentvalue without delay. The serveralso
performsthe low-level processingf the datasuchasfiltering. This approachis the sameasis
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usedin the powerglovedevicedriver in the VROS.

The secondevel convertsthe datafrom the devicesinto a convenientform for the application
programmerThis correspondso the gesturerecognitionstagein the VROS.

Thethird level of functionsprovidesservicesfor the applicationprogrammerTheseincludethe
maintenancef distributeddatastructuresThislevelwould correspondo thevirtual world kernel
in the VROS.

The processesn an MR applicationcan havethreeroles. One mustbe a masterto control the
applicationandstartthe otherprocessesTherecanbe a numberof slaveprocessethatareused
to producegraphicaloutput. Theremay alsobe a numberof computationaprocessethatreceive
input from the masterandreturnresultsto it. Datasharingis doneby keepinglocal copiesof the
datawith eachprocess.The data structuresmust be periodically synchronisedo ensureall

processebavethecorrectvalues.Theapplicationprogrammeis responsibldor specifyingwhen
this updateoccurs.This contrastswith the approachtakenin the VROS. Heredatais not shared,
andthe mechanicof updatingthe single copy of datastructureis hiddenfrom the application
programmer.

Communicationis possiblebetweenseparateVIR applications.The masterprocesse®f each
application can send device and application-specificdata to other master processesSlave
processesnustcommunicatevia the master.

7.7. Multiverse

Multiverseis a multi-user X-Windows basedVirtual Reality system[16]. The systemis based
on a client-servermodelandconsistsof serverghat modelthe virtual world, andclientsthatare
usedfor userinterfaces Eachclient andeachserveris a separatgrocessandeachmay run on

a different machine.

The clients consistof a single programthat performsroughly equivalentfunctionsto the input
andoutputdevicedriversunderthe VROS. The clientsaregeneric,andindependenof the world
being modelledby the server.They consistof a loop which rendersthe world, and sendsany
input from the userbackto the server.

Pagel08



A serverprocessis the equivalentof a world serverand its correspondingobjectsunderthe
VROS. The main functions of managinga virtual world are taken care of transparentlythe
applicationwriter is requiredto supply only a few functions. Theseare mostly trivial, the one
of interestbeing the animateWorld function that definesthe natureof the world. It is called
from the main serverloop andis usually usedto movethe objectsin the world.

The objectsmay havespecialcodeto control their movement Objectsinteractwith eachother
andwith the world using an eventhandlingmechanismTheseeventsinclude MOVE_EVENT
that should causethe objectto move, COLLISION_NOTIFY_EVENT for when objectshave
collided and TERM_NOTIFY_EVENT for when an objectceasedo exist. The objectsare not
separategrocessesswith the VROS, but haveto be called as part of the serverprocess.The
objectcontrolroutinesaregenerallyinvokedwhenan eventoccurswhich affectsthem.This sort
of inter-objectcommunicatiormustat presentbe createdby the applicationprogrammemwhen
usingthe VROS.

The breakdownis similar to that of the VROS. The principal differenceis the degreeto which
parallel processingis done. Simulation of the world in Multiverse usesa single thread of
executionasopposedo the multiple processesnderVROS.However,the machineghatwould
supportMultiverse typically containa single processorand so creatingmore processesvould
be redundant.

7.8. Rend386

Rend386s a polygonrenderinglibrary for 386 and486 basedsystemswith VGA displays[36].
The systemis designedfor speedrather than photo-realism.Supportfor a numberof input
devicesncludingthe powergloves provided.This library performssimilar functionsto theinput
and outputdevicedriversunderthe VROS.

The rendereris provided with a list of objectsand a viewpoint from which to draw them.
Transformationcalculationsare performedusing 32 bit integer arithmetic, with accuracyis
maintainedoy multiplying the floating point value of eachnumberby 2'® andstoringthis asthe
32 bit integer.Thusthe leastsignificant 16 bits storethe fractional part of the value.A similar
trick is usedin line drawing in the VROS (see section 3.2.1.1.3). The coprocessolin the
transputersnakesthe useof floating point valuesfor transformationwiable for the VROS.
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The objectsin Rend386can have severalrepresentationsorrespondingo different levels of
detail. Figuresthat consistof a hierarchyof objectscan also be defined. Objectsare stored
relativeto the parentobjectin the hierarchy.For example,in a humanfigure the armsandlegs
may be madechildrenof the torsoobject. This makesit easyto animateobjects.

Hidden surface removal is done using the Painter's algorithm. This has recently been
supplementedy addingbinary treesof splitting planes.This is similar to the BSP Tree hidden
surfaceremovalmethodusedby the transputerendererfor VROS, althoughit is not carriedout
to the samedegree Only a limited numberof splitting planesare used,and objectsintersecting
the planesare not split, but placedon one side or the other.

A few refinementsare madeto the polygonrendering.Polygonscan be flat shadedas donein
the VROS, or paintedin a rangeof shadedo simulatea metallic effect. Transparenpolygons
canbe createdwherealternatingrows of dots are usedinsteadof solid colour.

7.9.The Virtual Environment Operating Shell (Veos)

Veosis an environmentfor creatingdistributedapplicationsfor Unix [11]. It is designedfor
prototypingdistributedVirtual Reality applications.

The processesequiredto implementa virtual environmentare known as entitiesand can be
distributedacrossa numberof Unix workstations A datatype knownasthe'grouple’ is usedas
the standarddata structure. The grouple is an extensionto the 'tuple’ usedin the Linda
programmingparadigm.Grouplesconsistof nestedtuples.Lisp is usedas the programming
interfaceto Veos.

EachVeosentity consistf adistinctUnix procesghatcontrolsinterpretatiorof thetaskwritten
in Lisp. Each entity has associatedyrouplespacegor which pattern matching facilities are
provided.Asynchronousmessaggassingof grouplesbetweenentitiesis supported.

The useof interpretedLisp makesthe systemflexible andeasyto use.It alsoallows evaluation
of programstubspassedas messagesThis howeverwill often limit the performanceof the
system.

TheVeossystemprovidessupportfor generaldistributedapplicationsCreatinga Virtual Reality
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application still requiresa great deal of work on the part of the programmer.The pattern
matchingfacilities for the grouplespacesanassistin the modelling of virtual worlds.

Eventhoughthe grouplespacemay suggesuseof sharednemory,processcommunicatiorstill
involves messaggassing.

7.10. Conclusion

A virtual reality systemhasbeenimplementedhat providesa frameworkfor the development
of various virtual environments.The transputer-basedystem does not require the use of
dedicatedhardware yet still achievesa reasonablgerformance.

Theinput/outputroutinesare separatedrom the virtual world simulationfunctions.This allows
new hardwareto be quickly and easily integratedwith the system.Hardwaredetails,and the
visual appearancef objects,areisolatedfrom the modelling of the realities.

The renderingsystemis capableof displaying polyhedralrepresentationsf virtual worlds. A
numberof alternativetechniquedor the rapid generationof the imageson a single processor
were testedand compared A hiddensurfaceremovaltechniqueusing BSP treeswas found to
have the best performancein terms of speedand reliability. The use of parallelism was
investigatedanda numberof differentdecompositiortechniquesveretested.Thesedifferedin
the speedat which imageswere producedandthe interactionlatencyinvolved. In the bestcase,
wherealmostlinear speedupvas obtained,a world containingover 250 polygonswasrendered
at 32 frames/secondThe maximum frame rate was obtainedwith the parallel decomposition
techniguewhich rendersseparatdrameson different processorsThe techniquegenerallyused,
however renderdifferentstripsof theimageon different processorsThis techniqueyieldedthe
bestresultsin termsof the tradeoffbetweenspeedandlatency.The factor that mostlimited the
speedupvasthe bandwidthof the transputetinks. Fastercommunicatioris essentialf real-time
imagesareto be produced.

Intuitive interactionwith the virtual world is providedby interpretinggesturesnadeby the user
while wearinga powerglove.The limitations of the input devicewere overcomeby providing
visual feedbackand by requiring confirmationof certaingestures.

The virtual world kernel providesa developmentplatform for virtual reality applications.It
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provides intrinsic supportfor multiple worlds existing concurrently,and for multiple users
interactingwith theseworlds. The kernelmakeseffectiveuseof multiple processorsThe system
canalsomakeuseof deviceson separatenachinescommunicatingvia ethernet.The designof
thekernelwith its distinctcommunicatioriayer could allow the systemto be extendedo operate
on othermachines.

A meansis providedof attachingarbitrary attributesto objects.This permitsa wide rangeof
applicationsto be created Numerousfunctionsexistto supportinteractionwith a virtual world.
Two testapplicationswvere successfullyimplementedusingthe facilities providedby the kernel.

The systemwas successfullydemonstratedo a number of peoplewith varying degreesof
computerliteracy. Therewas an intuitive understandingf the virtual world; conceptssuchas
up and down were translatedautomaticallyto the computermodel. Interactionwith the virtual
world by usingthevirtual handcontrolledby the powerglovealsorequirediittle explanationThe
control gesturesvere easilylearntafter they hadbeendemonstratednceor twice. The greatest
challengeexperiencedvasthat of gettingthe glove to producethe correctgesture a difficulty
which wasnotedin only a few of thetestsubjects.This could, however be ascribedo the glove
not fitting properlyin somecases.

A powerful virtual reality systemhasbeendevelopedwhich runson a generalpurposeparallel
computer,and which doesnot needexpensiveor dedicatedhardware.The systemis general
purposeandis suitablefor the creationof diversevirtual reality applications New applications
can be addedwith ease;with this system,virtual worlds have been createdin a matter of

minutes.Models of variousphysicalphenomendavetakenonly a few hoursto implement.

Successfulsehasbeenmadeof the parallelprocessindacilities offeredby the transputerThe
bottleneckin both the graphicssystemandthe virtual world kernelwasthe limited bandwidth
of the inter-processocommunicatiorchannels Greaterbandwidthwill be more importantthan
fasterprocessorsn future systems.

A comparisorwith otherrecentlydevelopedyeneralirtual reality systemsshoweda numberof
commonfacilities, althoughthesehavebeenimplementedn differentways.The systemthatwas
describedin this thesislacks facilities for inter-objectcommunicationat presentthis mustbe
doneby the applicationprogrammerHowever,it makesgreateruseof parallelismthanany of
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the others,and achievesa more evendistribution of the computationaload.
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